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Preface
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and Col Stan Lewantowicz, and to my thesis advisor, Capt Randy Paschall, for their
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I also want to thank Captains Britt Snodgrass and Jack Taylor. Their selfless assis-
tance throughout this effort proved invaluable in helping me to “find the handles.”
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friends be friends forever.

i




Tom Cox, Ken Croshy, Roger Evans, Tom Flynn, Maurice Martin, Russ Miller,
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to others, for none can compare, She will always be the light and happiness in my life.
1 dedicate this work to my devoted wife, Valerie, and to our unborn child she bears so

proudly. I love them both beyond measure,

Richard D. Stacey
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Abstract

To quantify the performance abilities of »xisting or proposed navigation systems, the
U.S. Air Force has for the last several years compared the performance of the system under
test to the performance of a baseline navigation aystem known as the Completely Integrated
Reference Instrumentation System (CIRIS). CIRIS obtains a highly accurate navigation
solution by combinirg (“e output from three major subsystems: Inertial navigation sys-
tem (INS) lnformnt.iovs,‘!'; srometric altitude information, and range and range-rate data
from ground transponders which have been precisely surveyed. Although the navigation
solutiot produced by CIRIS is highly accurate, It will soon be inadequate as the standard
against which future navigation systems car be tested. This research proposes an alterna-
tive to CIRIS - a hybrid Navigation Reference System (NRS) which is designed to take
advantage of a newer INS (the LN-03), certain featurens of the current CIRIS, and certain
features of the Global Positioning System (GPY). Analysis is conducted using a Kalman
filter development package known ay the Multimodel Simulation for Optimal Filter Eval-
uation (MSOFE). Both a large order truth model for the NRS (in which a full 24 satellite
constellation is modeled) and & full-order Kalman filter are developed. Results suggest
that the proposed NRS (with GPS alding) provides o significantly improved navigation

solution as compared to CIRIS.
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A NAVIGATION REFERENCE SYSTEM (NRS) USING
GLOBAL POSITIONING SYSTEM (GPS)
AND TRANSPONDER AIDING

I. Introductton

‘This thesis constitutes an extenslon of previous work In which the goal has been to
design, implement, and analyze an improved Kalman filter for the Completely Integrated
Reference Instrumentation System (CIRIS), Developed at the Central Inertial Guldance
Test Facility (CIGTF), Holloman AFB, NM, CIRIS functions as a high fidelity navigation

system standard or reference against which varlous INS mechanizations are tested.
1.1 Background

In order to quantify the accuracy of existing vr proposed navigation systems, it I
necesaary to compare the navigation solution of tlie system under test to the solution pro.
duced by a reference system such as CIRIS [17, 18] . Additionally, the reference system
must be at least an order of magnitude imore accurate when compared to the navigation
systems which are currently tested at CIGTF, as well as those which will be tested there
in the near future [17, 28], CIRIS has served as the high quality navigation system test
standard since becoming operational in 1976, However, due to expected lmprovements
in future navigation systems, CIRIS may no longer be adequate as u navigation system
standard, Consequently, incorporation of Global Positioning System (GPS) alding to im-
prove the CIRJS navigation soluiion is being pursued. It {s believed that GPS alding will
impreve the navigation solution accuracy well hevond the accuracy which is ebtained by

the current imipiementation of CIRIS [18, 32, 33].

Plans exist at CIGTF to implement an upgraded system (similar to CIR1S) which is
called the Advanced Reference System (ARS). The ANS is designed to function in much
the same way that CIRIS currently does, but is implemented with a state.of-the-art inertial
navigation system (INS) and s aided by GPS. One candidate INS being considered for use
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ity the ARS is the “strap-down” Litton LN--03 [17]. The accuracy and reliability of the ring
laser gyro (RLG) inertial systems, such as the LN-93, make them better candidates for
use in ARS than the older LN-39 gitnbaled INS which is used in CIRIS. The newer INS,
along with the addition of G?S alding, will ensure that ARS Is a more rellable test sian-
dard against which future navigation aystems may be tested. However, the performance
specifications of ARS remain unchanged with the exception of some improvement in the

vertical channel,

1.2 Problem Statement

In order to accommodate future INS testing requirements, a reference system of much
higher accuracy is required, Such accuracy may he obtained with a properly Integrated
system including INS, GPS, and existing transponders. A fundamental first step in this
process |y the development of a truth model and a full-order extended Kalman fllter which
Incorporates the LN-93 INS system model, transponder alding (as implemented in CIRIS),
and (APS aiding, must be designed, implemented, and analyzed [17, 18], The truth model
proposed In this thesls {a called the Navigation Reference System (NRS),

1.8 Summary of Applicable Previous Research

Although a substantial body of knowledge exists with respect to the GPS-INS inte-
gration problem, published research which relates specifically to GPS-CIRIS or GPS-ARS
integration is limited. Only Solomon's reseurch specifically relates to GPS-CIRIS Integra-
tlon [32, 33]. Other research which Is relevant to this thesis includes the CIRIS research
performed by Snodgrass [31) and a group project completed by students in the AFIT nav-
igation woquence in which the LN~03 INS error model Is used in an INS-GPS integralion
problem (11].

1.3.1 GPS.INS Integration, Cunningham nddressed the problem of the “filter--
driving-filter” instability which can oceur when two systems (INS and GPS, in this case)
are used to ald one another while each of thetn employs its own optimal Kalman filter |7, 8],

Cunningham assumed a local-level (north, east, down) INS platform using three gyros and
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three accolerometers, The GPS receiver was a four-channel set capnble of simultnneonsly
obtaining range measurements from four GPS satellites (also called space vehicles or §Vs).
GPS range-rate measurements were not modeled due to the assumption of the high-dynamic
conditions (which would preclude an actual GPS receiver from accurately calculating range-
rate), Cunninghain developed truth models for both the INS and GPS. Kalman filters
based on the truth models were combined to produce a joint-solution Kalman filter which

was belleved to be the best possible structure for such an integration [7, 8].

Cunningham concluded that & combined INS-GPS mechanization provides the user
with the high accuracy of the GPS during benign conditions, and provides the heneflcial
characteristics of the INS during high dynamle maneuvers (7], His conclusion is consistent
with other authors who discuss the INS-GPS integration problem [6, 22).

1.8.2 GPS-CIRIS Integration, In additlon to Lelng directly related to the GPS-
CTRIS integration problem, Solomon's work represents a significunt extension of Cunning-
ham's work (7, 8] because the GPS error model Is improved considerably and the CIRIS
extended Kalman filter is redesignied to enhance CIRIS performance [32, 33]. Solomon's
preliminary GP'S error model [32] (and extensions developed in research conducted as part
of the navigation systems class project referenced previously [11)) forms the basis for the

GPS error model used In this thesls,

The thrust of Solomon's work was to produce an improved truth model for CIRIS,
to produce a reduced--order Kalman fllter for CIR1S, and to Integrate GPS aiding for the
CIRIS navigation solution. In his thesis [33], he completed a 127-state CIRIS truth model,
He also produced a reduced-order Kalman filter which had 70 states, In a special study
(32], Solomon aleo assembled a (stationary SV) GPS error model and implemented it In

software,

Solomon concluded that the 70-state Kalman Rlter emulated the 127-state truth
model very well, (Performance indicators for the 70-state filler appear to be slightly
better than a 127-state Kalman filter which was based on the truth model. This may be

attributable to lack of observability of certain states in the truth model {17, 25).)
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1,28 CIRIS Kalman Fillter Improvements,  Solomon made it clear in Lis con-
ciusions that he believed validation of the models he had developed wes more imporiant
than simply tuning the filters. As a result, Snodgrass had as his thesis objectives to im-
prove the structure and efficiency of the filter software, and to validate a refined version
of the T0-state Kalman filter originally developed by Solomon. Snodgrass achleved the
first oo jective after considerable software development. The second objective was satisfied
by comparing the refined 70-state Kalman filter performance to truth data In the form
of position and velocity data collected on the CIGTF test track. Additional comparisons
were made between the improved Kalman filter and position data obtained from the laser
ranging system at the Yuma test range. Due to the amount of time needed to accomplish
the primary objectives discussed nbove, Snodgrass did not work specifically on the GPS
integration problem [30].

Snodgrass concluded that the 70-state Kalman filter performed better than the older
version of the CIRIS filter in most cases, The exception is in the case of range-rate
measurement processing. The new filter range-rate residuals were unaceeptably large at
certaln times in the flight, resulting in a large percentage of the measurements being
rejected. Snodgrass concludes with a recommendation that GPS integration (within a full

order truth model) be the next step at ATIT,

1.4 Research Objectives

References cited in the previous section (32, 33, 31, 11} form the foundation upon
which much of this research is based. The major objectives of this thesis are essentially to

consolidate and extend previous work as follows:

1. Revise the barometric altimeter error model to improve the fidelity of the vertical
channel alding model contained in the LN-93 documentation and compare the per-

formance of the new model to the old model.

2. Write software to calculate satellite positions of a 24-GPS-8V constellation for a two

hour period.

3. Assemble a high fidelity truth model (NRS) which integrates GPS aiding.
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4. Produce & full-order Kalman fllter based on the truth model.

5. Conduct Monte Carlo analyses to detersnine performance characteristics of the con-

figurations shown helow.

(a) Evaluate performance of the original 93-state INS error model fur an alignnient
and for a Rignt profile, Initial conditions are identical to those used in the Litton

validation work.

(b) Evaluate performance of the revised (new baro model) 96-state INS error madel
for an alignment and for a flight profile. Initial conditions are ldentical to those

used in the Litton validation wofk.

(¢) Evaluate petformance of the revised 06-svate INS error model for an slignment
and for a flight profile, Initlal qonditions are those for Holloman AFB, NM.,

(d) Evaluate performance of s reduced 72-utake INS error n{&;del for an Allgnment
and for a flight profile. Initial conditions are those for Holloman AFD, NM.

(e) Evaluate performance of a 98-state reduced INS plus ground tranrponder El-ror
model for an slignment and for a Aight profile. Initia! conditions are those for
Holloman AFB, NM.

(f) Evaluate performunce of the 128-state NRS error model {which integrates INS,
RRS, and GPS error modvic) for an alignment and for a flight profile. Initial

cotditions ate those for Holloman AFB, NM.

1.5 Assumplions

The problem described in the problem statement requires some assumptions. First,
the LN-03 error model s accepted as the lruth maodel for the INS subasystom of the NRS,
with the notable exception of the baro-altitude portion of that model, The baro-altitude
model is replaced with & revised model as discussed in Chapter III. Although there is
some verificatlon that resulty comparable to those oblained by Litton are achieved in this

research, exhaustive INS error model validation is not undertaken.




The error modet for the ground transponder range/range-rate system (RRS) from
the Snodgrass thesis [31] is used as the error model for the RRS subsystem of the NRS.

RRS initial conditions and tuning parameters are also extracted from [31].

A good error model for the GPS error sources is extracted from separate articles by
Cox [6], Martin [21], and Milliken and Zoller [27] and presented in [11]. The error states in
the model presented in [11] are used as the basis for the GPS subsystem in the NRS model,
although different initial conditions and tuning parameters based on personal experience

are used in some cases to improve performance of the Kalman flter,

1.6 Research Approach

This section provides a general outline of the approach used to accomplish each of
the tasks listed in the research objectives section. The correspondence between items In
this section and those in Section 1.4 are NOT one-to—one; some tasks overlap with one

another.

1. Revision of the barometric.altimeter crror model is necessary because improving
model fidelity will enhance the systemn (¢ruth) model [17, 31]. The revised model is
based on the Litton LN-93 error model documentation and discussions with Lewan-
towicz {17).

2. A truth model and full-order benchmark Kalman filter are constructed. The truth

model is assembled as follows:

(a) The Litton LN-93 documentation is the basis for the INS error model [20]. The
single barometric altimeter state in the LN-93 model is replaced by the revised
model discussed above. Baro-altimeter erenr dvnamic eqnations are develnped
in Chapter III

(b) The RRS transponder portion of the NRS error model is based on the work
performed by Snodgrass (31].

(¢) A revised GPS error model is constructed for the NRS. GPS SV motion is

modeled in this effort whereas stationary SVs were assumed previously {11, 33].
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Software which explicitly calculates time-varying SV position for a full GPS

constellation is written.

3. Analyses are conducted using the Multimode Simulation for Optimal Filter Eval-
uation (MSOFE) software package [5]. MSOFE is run in a variety of modes and
configurations in order to establish a performance baseline for the (INS-GPS) truth
model, This objective is important because there has been no such analysis performed
on the GPS§ truth model to date. This analysis also provides a baseline against which

full-order and reduced-order filters may be compared.

1.7 Computer and Software Usage

Simulations performed as part of this research require a substantial amount of com-
puting power. This need stetns from the calculation-intensive nature of time domain sim-
ulations of dynainic systems in general and the size of the NRS integration problem in
particular. Both the truth model and the full-order Kalman filter each have 128 states.
The filter covariance matrix is treated as an upper diagonal array in software, yet still
contains 8,256 elements (each of which must be integrated continuously). A “dedicated”
VAX-station III (operating at approximately 3 MIPS) is inadequate for the task. Turn
around times for the flight simulations are on the order of several days. A tremendous
improvement is achieved hy hosting and running the NRS simulation on a MicroVax III
within which a 15 MIPS coprocessing board is installed. However, the problem is still
nontrivial, More than 18 hours are needed to complete a 10-run Monte Carlo alignment
simulation with 128 states in the truth model and 128 states in the filter. A 10-run Monte
Carlo flight simulation (presented in Chapter III) is expected to take 8 to 9 days.

In addition to the software which is written explicitly for this thesis, three software
packages of a more general nature are used to support the research conducted. MSOFE
(the Multi-mode Simulation for Optimal Filter Evaluation), written by Dr Neal Carlson
and Mr Stan Musick, functions as a “shell” within which proposed or existing Kalman filter
designs may be implemented snd tested |5/, PROFGEN (short for PROFile GENerator),

also written by Musick, is used to create time histories of variables such as aircraft position
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in R space, attitude, and acceleration [1]. The time histories created In this mauner
serve as the “truth” (or nominal) alrcraft trajectory in MSOFE simulations of the type
conducted in this thesis, PROFGEN is used to create the aircraft trajectory in the two-
hour flight simulation which is discussed in more detall in Chapter III. Data which are
produced during the MSOFE “runs” are post-processed and plotted using MATRIX
[14]. Analyses of several barometric altitude models and some observability analyses are

also performed using MATRIX .

1.8 Summary of Planned Research

While this thesis ls intended to consolidate and extend the work begun by Cunning-
ham, Solomon, and Snodgrass [7, 32, 33, 31), it departs from previous efforts somewhat,
CIRIS accuracy as a reference is expected to be inadequate in the very near {uture, if it
is not already. CIGTF is in the process of designing & new system such as ARS which
provides performance comparable to CIRIS, but which records INS, GPS, and transponder
data which can be post-processed with high-accuracy algorithms, Therefore, the primary
goal of this thesis is to design, implement, and test a system truth model and a benchmark
Kalman filter which is called the the Navigation Reference System (NRS). To acccnplish
the thesis objectives, a system truth model is assembled, implemented, and analyzed using

the MSOFE software package.

1.9 Thesis Qrerview

Chapter II provides brief descriptions of the subsystems which compose the CIRIS,
ARS, and NRS. Reference frames and general Kalman filter theory are also presented,
Chapter III discusses the relevant INS theory, The LN-93 error model is presented and its
role in the NRS is discussed. The revised baro-altimeter mode] is developed and discussed.
A full development of the RRS error and measurement models is presented in Chapter IV,
A similar development for GPS is included in Chapter V, along with the development of

GPS SV position caleulations.

Chapter VI presents the results of simulations and analyses for both the truth model

and the benchmark Kalman filter. Five confignrations are evaluated and compared. Chap-
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tor VII surunarizes the thesis effort. Conclusions are drawn from the results presenied in

Chapter VI and recommendations are made for future research efforts.

i Appendix A includes the complete 152 error-state vector in a set of tables which are
arranged to emphasize the natural divisions in the model. Appendix B is obtained from
the Litton reference [20] and shows the non-zero elernents in the various sub-blocks in
the LN-93 dynamics matrix F, and the non-zero eletnents of the noise process matrix Q,

which is also extracted from the Litton reference [20].

Appendix C includes the data plots from the “baseline” case of an INS operating
with baro-aiding only. Two cases are shown: first, the results from a simulated 8-minute
alignment are presented, and second, the results from a two-hour fighter flight simulation
(which ls explained in greater detail in Chapter III). These sin:ulations are initialized with
parameters which were used by Litton in establishing the baseline performance of the
LN-93 INS [20]. The initial latitude is 46 degrees north, and longitude is zero degrees.
Initlal altitude is zero feet. Appendix D includes plots for the 96-state INS (which includes

( a new baro-altimeter model). The same two cases are shown (i.e. alignment and flight
runs). The same initial latitude, longitude, and altitude as discussed above are used in this
case. Appendix E presents plots for the 96—-state INS (with the new baro-altimeter model),
Both the alignment and flight runs are repeated, but with initial latitude, longitude, and
altitude parameters set to the appropriate values for Holloman AFB, NM,

In Appendix F, results from a reduced INS error model are presented, The INS error
model is reduced to 72 states. The 72-state truth model error behavior is compared to

that of the 96-state truth model.

Appendix G includes plots for the 9R-state (reduced) INS and RRS configuration.
The same two cases are shown (i.e. alignment and flight runs), again with initial conditions
set for Holloman Al'B. Appendices H and I each cuntain plots for the 128-state INS/RRS
and GI'S configuration. In both cases, the alignment and flight run results are shown, and
initial conditions are those for Holloman AFB. Appendix H presents resu::s [rom operating
NRS with GPS aiding only, whereas Appendix | deninnstrates NRS performance with

measurements from both the RRS and GPS subsystems,
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II. Subsystems, Reference Frames, and Kalman Fillering

2.1 Important Subsystems in CIRIS, ARS, and NRS

Several concepts related to CIRIS and ARS operation are central to understanding
the purpose and need for this thesis research., Therefore, it is useful to begin with a hrief
description of the subsystems which make up CIRIS and ARS, NRS subsystems will also
be described., The subsystems which are defined include both gimbaled and strapdown
INS mechanizations, the barometric altimeter and central air data computer (CADC), the
radio frequency range/range-rate transponder system, and the Global Positioning System
(GPS). The details provided in this thesls for each of these subsystems are only at that
level required for clear understanding of the subsystem function in the CIRIS, ARS, or
NRS “integrated” systems, It is not within the scope of this thesis to provide extensive

operational or functional details for these subsystems.

2.1.1 Gimbaled INS. Britting describes inertial navigation as the process of de-
termining the position and velocity of a vehlcle (sucli as an alrcraft, ship, or space vehicle)
with respect to a specified frame of reference by the use of calibrated electro-mechanical
devices installed within the vehicle (3], A typical inertial navigation system (INS) makes
use of the output of gyroscopes and accelerometers to determine position and velocity

precisely. Specifically, inertial systems perform the following functions:

1. Instrument & known reference fraine,
2. measure specific force and extract accelerations in the reference frame,

3. perform integrations of accelerations to obtain velocity and position.

A gyroscope (usually referred to as a gyro) is a device which traditionally employs a
rapidly spinning mass to create a strong angular momentum vector. Since changes in the
angular momentum of the gyro are proportional to applied torque, the gyro can maintain
a known spatial orientation if appropriate torque control is applied. Gyros are typically
used as sensing elements in closed-loop scrvo systems which operate to maintain the gyros®

spatial orientation. Thus, spinning mass gyros have traditionally been the devices of choice
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to Instenment the theee dirnensional Carteslan coordinate frame which In referred Lo as the
inertial frame in alrcraft navigation [3]. However, some navigation systems use a more

recently developed inertial instrument known &a the ring laser gyroscope (RLG) (20).

RLG construction typically consists primarily of an optical cavity, a laser device,
three mitrors, a prism, and a pair of photodetectors [28]. According to Savage, the RLG
operates as follows. Two beams of (laser) light are propagated (opposing one another)
around the path enclosed by the optical cavity [20]. If the cavity is rotating in an inertlal
sense, the propagation times of the two light beams is different., The delay manifests itself
in the form of a phase shift between the two beams, and the phase shift is detected by a pair
of photodetectors 28], The magnitude of the phase shift provides a direct indication of the
speed of angular displacement of the instrument [20]. Devices of this type are extremely
reliable due to the absence of moving parts {29, and with recent developments in production

techniques, are capable of accuracy approaching that of their gimbaled counterparts [20),

Specific force Is measured by accelerometers. The most common accelerometers to
date have been devices which are sophisticated variations of the simple pendulum (3], The
motlon of the internal mass is related to the inertially referenced motion of the Instrument
(case) by Newton's second law of motion, However, to obtain the correct measure of inertial
acceleration, the effects of local gravity must be removed from the measured specific force
[3, 18], Consequently, the navigation system must be capable of distinguishing between
the local gravity field and accelerations which are being applied to the accelerometer as
a result of flight dynamics. Otherwise, significant errors will appear in the velocity and
position calculations and these errors will be compounded in subsequent system updates

(3, 20).

The gyros and accelerometers described above are integrated into a single system
called the INS. An example of a widely used gimbaled INS (as described above) is the
Litton LN-39. The LN-39 role in CIRIS will be discussed in a later section,

2.1.2 Sirapdown INS, The strapdown INS (also referred to as a strapped-down
INS in the literature {29]) is conceptually quite similar to the gimbaled INS referenced

in the previous section. The “strapdown” system obtains its name from the fact that

2-2




there are no platform gimbals in the system, For example, the LN-93 Is mechanized
by installing three single-degree-of-freedom (SDOF') ring laser gyros (RLGs) and three
SDOF accelerometers to a rigid structure (in the case of the LN-03, a rigid platform
within the INS “black box")., An internal computer maintains a current computation of
alrcraft attitude based on measurements obtained from the six Inertial sensors. Although
strapdown systems were previously less accurate than gimbaled INS mechanizations (3],
they are becoming far more accurate and have already surpassed the precision achieved
by some of their gimbaled counterparts [18). Because it uses high aceuracy RLGa, the
LN-93 is a prime example of the state-of-the-art in strapdown INS technology. It Is for
this reason that the LN-93 iy the INS selected for use in the NRS.

2.1.8 Baro-Allimeter and Central Air Daia Computer (CADC). A well docu-
mented shortcoming of any INS is the iustability which (in the absence of aiding infor-
mation) results in unbounded error growth in the vertical position and vertical velocity
channels [3, 19, 16], This inherent instability is controlled by vertical channel aiding, Such
alding is frequently accomplished with vertical position information provided from either &
barometric altimeter or a CADC. Elther of these two approaches provides vertical channel
stability by providing additional measurements in the form of pressure altitude informa-
tion. This ezternal altitude Information has the effect of stabilizing the vertical channels
which would otherwise be divergent if position were calculated solely on the basis of infor-
mation (measurements) obtained from inertial instruments [3]. The baro-altimeter role in

the NRS will be discussed in more detail in Chapter I11.

2.1.{ Range/Range-Rate Transponder System, The range/range-rate transponder
system (RRS) is designed specifically to augment the CIRIS INS in order to improve the
CIRIS navigation volution accuracy. The RRS svstemr conslsts of an interrogator unit
which is carried on board the alrcraft which carries CIRIS, and approximately forty (40)
fixed-site ground transponders whose positions have been precisely surveyed [28]. 'The
interrogator transmits moderate rate digital interrogation codes which are received by any
of the ground transponders that are within broadeust range. If the transponder recognizes

its own identifier, it will respond with a return signal. Range measurements are obtained by
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comparing the phase of the outgoing (interrogator) signnl with the incoming (tranaponder)
signal. Because any electromagnetic signal experiences delays when propagated through
a medium, the delay which is measured by the phase shift comparison provides a direct
indication of slant range from the CIRIS alrcraft to the transponder being interrogated [28).
Note that the RRS transponder system is also a source of vertical information which aids
in improving the overall navigation solution of CIRIS, ARS, or NRS. The RRS transponder
subsystem is discussed in detall in Chapter 1V,

2.1.5 Global Positioning System (GPS). GPS is a navigation system which ls
based on world-wide coverage of a constellation of 24 space vehicles (called SVs), or satel-
lites [12]. According to Milliken and Zoller [27], the GPS provides position and velocity
information to users located anywhere in the world, with anticipated accuracy on the order
of 10 meters. Normally, the user needs to acquire and maintain lock on four SV in order
to obtain a complete navigation solution, Howover, Milliken and Zoller also state that
fewer SV are needed if the user has other Information (such as baro-altimeter measure-
ments) available for supplementing the GPS information. The GPS navigation solution is

obtained in a manner similar to the RRS transponder system described previously,

The GPS pseudo-range between the user and each SV Is computed based on knowl-
edge of time (the master GPS clock) and the unique signal format which is broadcast by
each SV. Once the four ranges are known, a recursive algorithm is solved to compute the

user's position [27], The GPS subsystem model is presented in Chapter V.

2.2 Systems Descriptions

Subsystems which play crucial reles in the CIRIS, ARS, and NRS aystems are de.

scribed 1n previous sections. The complete systrins are described below,

2.2.1 CIRIS. Since 1965, the 6585th Test Group at Holloman Air Force Base
has conducted component and system testing to analyze and verify performance of state-
of-the-art inertlal navigation systems. Various systems have been used as the standard

against which systems under test were compared. The most recent of the systems to be




enllod the test standard, CIRIS lLias been used with great success since 1076. Using o
Kalman filter, CIRIS optimally combines data from several subsystems to obtaln a highly
accurate navigation solution which has (until recently) met or exceaded all requirements
for navigation reference accuracy. CIRIS is configured to be carried aboard elther cargo
or fighter aireraft. Additionally, CIRIS may be operated In & mobile test van, This mode

is used for low dynamic tests in order to save costs sssoclated with flight testing.

In its current configuration, CIRIS combines INS, CADC, radio frequency RRS
transponder system information, and a time referencing system which 1s connected to the
Holloman Inter-Range Instrumentation Group (IRIG) time-keeping system. Currently, two
verslons of CIRIS are available, The first (CIRIS I) uses the Litton LN-15 INS, and the
second (CIRIS II) uses the Litton LN-39 INS. Additionally, the CIRIS II system uses an
updated CADC which is the same type as those used on the F-18 aircraft. (CIRIS 1I is
not fully operational at this time due to difficulty with data collection software [28].)

The CIRIS navigation solution has been shown to he accurate to within 14 feet in
the horizontal direction, and 40 feet in the vertical direction. Ilowever, CIRIS accuracy
will soon be eclipsed by new navigation systemns under development. The new navigation
systems will take advantage of improved gyro and accelerometer technologies as well as
GPS alding (17, 18]. When such systems are produced, they will rival or surpass CIRIS
accuracy. Although such accuracy in navigation systems is in fact desirable, there is no
reliable means of testing the new systems unless a superior test standard can be devised,
Thus, the need for the ARS (and/or NRS) is established.

228 ARS. The Advanced Reference Systemn (ARS) ls under development at
Holloman AFB and is intended to provide a mare reliable reference system than CIRIS,
even though comparable performance capabilities are expected [17). When ARS becomes
operational, performance of future navigation systets may be validated by comparing them
to the (post-processed) solution from ARS, In much the same way that current systems

are compared to CIRIS I or II.

ARS will also employ a Kalman filter which optimally combines data fror. several

subsystems including an INS (type undetermined), a CADC (type undetermined), and
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the RRS which is used by CIRIS I and II. ARS will also meke use of GPS pacudn range
information which is now available. Because of the higher fidelity components and the
integration of GPS aiding, ARS accuracy should improve significantly over that of CIRIS
[28). ARS is being packaged in an AIM-9 missile pod in order to facllitate external carriage
of the reference system. This form of packaging allows quick installation and removal of the

ARS reference package on aircraft which are used for flight testing of navigation systems,

298 NRS. 'The Navigation Roference System (NRS) includes a Kalman filter
which combines subsystems including an INS (with a baro-altimeter model), the RRS
used by CIRIS, and GPS, The NRS uses the LN-93 INS and a revised baro-altimeter
model as well, As & result, NRS should be a viable test standard for navigation system
testing, and in particular, may possibly be used as o “post-processing” Kalmen filter and
smoother [17] for the ARS. (Such use s coniingent upon which subsystems are chosen for
ARS, If incompatible subsystems are used, the NRS mode] Is likely to be unsuitable for
ARS applications.)

2,8  Reference Frames

A nuvigation “solution” has significance only If the coordinate frame in which the
rolution is expressed Is clearly understood, While the preceding statement may scem
obvious, it cannot be overemphasized. Consider that the Litton LN-93 documentation
defines the earth frame, the true frame, the computer frame, the platform frame, the

sensor frame, the gyro frame, the accelerometer frame, and the body frame [20].

Hence, there is an urgent need for preclse notation which alds in the communication
process. There is also a need for the ability to transform quantities which are expressed in
one frame into appropriate expressions in another frame, This need glves rige to transfor-

malion matrices,

Solutions to both of the nesds discussed sbove are provided by Britting [3). The
notation s introduced as needed. Prior to defining the transformation matrices, several
reference frame definitions are needed. Figure (2.3) deplcts the central reference frames

which Britting has chosen to define. They are discussed in the next section.
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Figure 2,1, Coordinate Frame Geometry [3)

2.4 Refersnce Franie Definitions

The coordinate frame definitions below are those which are significant to this thesls
(3], Figure (2.3) depicts the first three frames which ure defined. Figure (2.3) uses the

following notation:

A 2 Longitude with respect to inertial frame

Al g Longitude with respect to ECEF frame

l, 2 Initial longitudinal displacement of ECEF from Greenwich
meridian (usually defined as ZERO)

L & Geographlc frame latitude

L, 2 Geocentrie frame latitudo

Wiy & Earth angular rate (racd/sec)

1, Inertial frame: anorthogonal R’ coordinate system; its origin i coincident with the
earth's center of mass and the frame ls oriented as follows, The @;, y; plane lies In

the earth's equatorial plane and does not rotale with respect to the fived stars, The
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z; axis always points toward Arles, The z; axis projects from the carth's conter of
mass directly through the North pole. (‘This frame is depicted by the [#, y, 3] frame
in Figure (2.3.)

Earth-Centered-Earth-Fixed (ECEF) frame: an orthogonal R" coordinate system;
its origin is coincident with the earth's center of mass. The o., y. plane lies In
the earth's equatorial plane and the », axls is usually chosen to be aligned with the
Greenwich meridian, The 2, axis projects from the earth’s center of mans directly
through the North pole, (This frame rotates at exactly the earth rate, w;, , about
the 2, axis.)

Geographlc (or navigation) frame: an orthogonal coordinate system; its origin is
at the location of the INS (or the user), and its axes are aligned with the North,
Eust, and Down directions [N,E,D]. This description implies that the INS platform is
torqued to malntain the [N,E,D) orientation. (It must be noted that not all platforms
are torqued In this manner. Some are allowed to “wander” about the z-axly, and
are torqued In the level axes only, Platformu that are not torqued about the vertical

axis are called wander azimuth systems (3].)

Body frame: an orthogonal frame; its origin is at vehicle (i.e., aircraft) center of
mass. Its axes are the vehicle'’s roll, pitch, and yaw axes [R,P,Y]. Britting points
out that the origin of the body frame rarely (if ever) coincides with the origin of the

navigation frame [3],

. Platforim frame: an orthogonal frame that “can be thought of as three fiducial lines

which are physically inscribed on the platform.” (3]

. Gyro frame: a (possibly) non-orthogonal frame; its axes are defined by the input axes

of the three gyroscopes installed in the platform. The degree of nan-arthngonality

depends upon manufacturing and physical installation considerations {3, 16].

Accelerometer frame: a (possibly) non-orthogonal frame; its axes are defined by the
three input axes of the accelerometers installed in the platform, Again, the dogree of

non-orthogonality depends on manufacturing and installation considerations (3, 16].
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With Britting's defluitions in hand, the Litton reference frame definitionn are same-

what easier to decipher, The Litton reference frames as specified in [20] are inierpreted
with the help of the Britting definitions as follows:

1. Earth-Centered-Earth-Fixed (ECEF) frame: an orthogonal R coordinate system;

2

its origin is coincident with the earth’s center of tnass, The z, , ®. plane les in the
earth's equatorial plane and the x, axis Is chosen to be alighed with the Greenwich
meridian. The Vs axis projects from the earth's center of mass directly through the
North pole, (This frame rotates at exactly the earth rate, wi, , about the y, axis.)

NOTE: This frame Is not the ECEF framne described by Britting, The transformation

between the two frames is;

&n 001 0 B
yf = 0 0 il 1 y'! (2|1 )
w1 rron 100 ) prirrive

True frame: a level R* coordinate system located at the user's actual latitude and
longitude. If a; = 0° , then the », axis points to true East, the y, axis points to
true North, and the z, axls points exactly Up, resulting in the Litton true frame

[E,N,U),. (This is the error—free case of Britting’s navigation reference fratne.)

. Computer frame: alevel R! coordinate system located at the user's indicated latitude

and longitude. If o, = 0%, then the @, axls points East, the y. axis points North, and

the z. axis points Up, resulting in the Litton computer frame [E, N, U],. This frame

is defined by ccordinates which are calculated by the computer that is integral to
the INS. Because of the presence of uncertainties in the computer frame calculations,
discrepancies exist between quantities (i.e. latitude and longltude) culeulated in this

frame and the same quantities in the true frame,

Platform frame: this frame Is Important in the system error dynamic equations
where the platform [misjalignment with respect tu the true frame must be taken into
account. The result of physically installing an INS (situating the “black box” in

an alrcraft, for example) is often a slight misalignment of the platform frame with
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reapect to the true frame, The resulting crror angles are defined by a skew-nymmetrie

transformation ¢:

p t

¢ z
y ¢ = [ I+ @ ] y (2.2)
] Zl
where
0 ¢ ¢y
¢=|-¢. 0 ¢ (2.3)
by ¢ 0

Body frame: Litton defines the body [rame in identically the same way as does
Britting, For the LN-93, the sensor frame {5 defined to be identically the same as
the body frame.

Gyro frame: Litton also usas the Britting definition for the gyro frame. This frame
is important in the system error dynamic equations where gyro misalignments with
respect to the navigation frame (true and/or computer frame) must be taken into
account, The physical construction of the INS “black box,” including strapdown
mechanizations using RLGs, Is never perfect; the result is that the gyro frame is nou-
orthogonal to a certain extent [3, 18] although this is negligible for some applications
(18].

Note that Litton assumes the body, sensor, and platform frames are coincident [20).

The same assumption is maintained for this study because INS platform location with
respect to the body frame is specific to each aircraft type. When the platform and body
frame origins are NOT coincident (as in most applications) the “lever arm” effect discussed
in [31] must be taken into account. However, in the interest of generality and efficiency,
the lever arm effect is not considered in this study. The gyro and accelerometer frame

errors are considered and are appropriately reflected in the LN-93 error model.

2.4.1 Reference Frame Transformation Matrices. The LN-93 INS is a local-level,

wander azimuth platform. Consequently, user position is specified in terms of latitude,
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longitnde, altitude, and wander angle, CGenerally, wander angle is the angle abuui the
n-frame z axis which results because the INS platform is not torqued to malntain precise
[ENU] orientation. In this mechanization, the platform is “torqued” only in the “level” axes
in order to maintain the loca] level orientation, (The LN-983 is a strapdown mechanization

which employs RLGs. Consequently, “torquing” takes place only in software.)

It is often neceasary to express vectors such as position, attitude, velocity, or accel-
eration in terms of several different reference frames. As an example, the Litton LN-93
INS error-state model describea position error in terms of an error-angle space vector,
(66,, 86,, 86,, §h ]T, where 60, Is the error angle about the local level E axis, 8, s the
error angle ahout the local level ¥V axis, §9, is the error about the local level U axis, and
§h is the altitude error. Even though Litton’s definition is clear, if the error-angle vector is
to have physical meaning, it must be transformed into a vector In navigation error space,
|60, 6N, bcx, 6h ]T. where 69 1s the error in latitude, éA is the longitude error, fa is the
wander azimuth error, and §h is again the altitude error. A transformation matriz, C};,
permits compact transformation of the error-angle vector into an equivalent expression in

navigation error space.

Britting developed general transformation matrices for many reference frame pairs.
Those transformation matrices which are of primary Interest in this research are shown
below. The first four matrices are attributed to Britting |3) and the last matrix is developed
by Litton [20]:

C; 4 true-to-earth

Ci 2 navigation-to-earth

cy 2 true-to-navigation

C:’ & trite-to-hody

c) 2 error angle-to-navigation

Usage of these transformation matrices is illustruted in the following exaniple In which a

vector which is written in the j-frame is transformed to an equivalent expression in the
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‘ l k-frame:

k J
i X X
| Yy ¢ =¢idy (2.4)
Z Z

where the j and k subscripts and superscripte are replaced by the 3, e, », or ¢ index
as appropriate for the situation. Mathematical definitions for the transformation matrices
defined above are shown below, For all cases in which they occur, A is terrestrial longitude,

L is geodetic latitude, and «, is the true wander angle,

] cos Acosay — sin Lein Asiney  —(cos Asinay 4 sin LsinAcosay) sindcosl
\
= cos Luin a, cus L cosay sin L
. ~(sin Aeosa; 4 cos Asin Lsing)  sinAsing; —zosAsinLcosa,  cosAcos L
' 2.5)
cos A --sinlginl sinAecos I
O = 0 cos L sinl (2.6)
—~8ind - cosAsiunl coyAcoslL
cosay —8lheyy 0
Cl = | siney cosa, 0 (2.7)
0 0 1
cos fsiny cosd cos ) siné -l

. Cl = | singsinfsiny + cos peosy singsinfconty - cosgsing —singcosd | (2.8)
cob ¢sinfsiny — singdcosy cosgpsinGeosy) +singdcosyy —cospeosd

In the equation for C¥ abave, ¢ in the alreraft roll angle, 6 is the aireraft pitch angle, and

¥ Is the aircraft heading angle,

To conclude the discussion on reference {rame transformations, the matrix C} is pre-
sented, C; converts a vector written in the Litton error-angle space, [66,, 60, 66., 6k ]"l

into one in navigation error space [6¢, §A, ba, dh 1", The transformation matrix is sliown
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below:
— OB (i sina 00
sin o sec co8 o sec 00
¢ = ’ ¢ (29)
~slnatang —cosatang 1 0
0 0 01
This matrix is used in the transformation
5o 56,
§A 1] 68
= [ on J v (2.10)
ba 56,
§h oh

2.6 WGS-8{ Qeodetic System

In light of the numerous reference frames which are discussed in the previous section,
it is apparent that the designer may choose any one of a number of coordinate systoms
in which to define position, The current most popular geodetic reference frame (ECEF)
{s defined by the World Geodetic Survey of 1984 {WGS-84), According to Kumar [15],
the WGS-84 reference is the state-of-the-art in geodesy, reflecting the latest and best

modeling techniques for characterizing the earth's surface,

The WGS-84 1nodel jo used exclusively as the ECEF reference for this thesis effort.
Several of the key parameters from the standard are included in Table 2.1 [9, 31]. The X,
1., and Z, coordinates are simply those which define the orthogonal ECEI" axes of the
WGS-84 model. The earth’s angular rate is represented by w;., and the equatorial and
polar radius of the spherold are given by A and B, respectively. The flattaning parameter
ls defined as |3]:
= ...;;m (2.11)

o= \/ ‘ (2.12)
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Table 2.1, WGS 84 Parameters

s+t smm e

Parameter Definition Value
Xo, Yo, 2, | ECEF Coordinate Frame Axes | not applicable
Wi Angular Rate of the Earth 7.292115.1070 4~
A Semimajor Axis 3378137 m
(Equatorial Radius)
B Semiminor Axis 8356752.3142 m
(Polar Radlus) .
¢ First Eccentricity 0.08181919084286
f Flattening (Elipticity) 0.00335281066474
2 Equatorial Acceleration 9.7803267714 m/s*
of Gravity (32.087686268 fi/s%)

2.6 Kalman Filter Theory

Most estimation problems which are not purely academic are fraught with uncer-
tainty, The problem of navigation is a superb example. A navigation “solution” is ob-
tained by solving some rather complex equations which depend on several quantities that
are known to varying degrees of accuracy. As & result, the accuracy of the solution ia
limited, It is the role of the Kalman filter to account for the uncertainties assoclated with
such a problem, and to provide an optimal solution (under certain conditious). Although it
is far beyond the scope of this thesis to provide extenslve detalls on the topic of Kalman fil-
tering, it iy essential to present a small amount of the basic theory along with the equations

which describe the Kalman filter algorithm.

Maybeck describes a Kalman filter as an “optimal recursive data processing algo-
rithm" which depends upon three basic assumnptions [22). 1f & linear (or linearized) system
is driven by white, Gaussian noise, the Kalman filler volution is “optimal with respect to

virtually any criterion [22].”

By optimally combining data (measurements), dynamic characteristics and statistical

properties of the systern and measuring devices, and initial conditions, the Kalman filier
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produces estimates of the modeled quantities which are more accurate than estimates
based on the individual measurements. The development which follows is a summary of

irnportant Kalman filtering concepts as presented by Maybeck [22, 23].

2.6.1 Linear Kalman Filtering, Before Kalman filtering is undertaken, the designer
must develop a mathematical description for the system of interest, When it is possible to

do 10, a system is modeled as a set of linear differential equations of the form [22):
x(t) = F(t)x(t) + B(t)u(t) + G(t)w(t) (2.13)

where

“state” vector

homogeneous state dynamics matrix
control input matrix

deterministic control input vector
driving nolse input matrix

white Gaussian driving noise vector

£Q=swHEX

A TR O IO |

Because the deterministic control term Bu is zero in this research, it will be ignored
hereafter. Also note that for this thesls, G = 1. The mean of the white Gausslan driving

nolse vector is:

m, = E{w(t)} = 0 (2.14)

and the nolse strength is Q(t):
E{w(tjw'(t + )} = Q(t)d(r) (2.16)

While Equation (2.13) iv written in terms of ‘whole’ value state variables, the models
used in this thesis are those of error states. This choice of state variables results in simpler

dynamlc equations [3], and Equation (2.13) may be rewritten as [22]:
§%(t) = F(t)6x(t) + B(t)u(t) + G(t)w(t) (2.16)
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where x(#) has Leen replaced by the errof state vector §x(t), and all other quantitlos retain
their previous definitions, The topic of error states is explored more fully in the section on
extended Kaltnan filters,

As previously stated, the Kalman filter incorporates measurement Information from
external measuring devices. Irrespective of the type of measuring device, the equation

which is used to describe linear measurements s of the form:
8(ti) = H(t:)x(ti) + v(ti) (2.17)
or, In the case of error-state models:
8z(t) = H(t;)éx(t;) + v(t) (2.18)

where, in both cases above, H is the observation matrix snd v s a discrete~time zero-mean

white Gaussian measurement noise vector whose covariance is [22]:

2 {V(t.-)v"'(u)}={l: ;‘"' :;:J (2.19)
or §

The Kalman filter “propagates” the error state and its covarlance from the instant
In time immediately following the most recent measurement update, ¢}, to the Instant in
time immediately preceding the next measurement update, t;,, by numerical integration

of the following equations {22]:

R(t/t) = P(OR(¢/) (2.20)
P(t/t;) = FQOP(L/6) + P(t/e)k(1/1) + G()Q()G (1) (2.21)
with initial conditions:
%(t/t) = %(t]) (2.22)
P(t/t;) = P(t) (2.23)
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as provided by the measurement update cycle at time ¢,.

After propagation, %(t) and P(t) are “updated” (meaning that state cstimates are
revised based on new information), The pivotc! element in the update equations shown
below is the time varying Kalman Riter gain K(t). The K(t) matrix assigns “weights”
to the “new information” (new information consists of the difference between the actual
measurement and the fllter's estimate of the measurement) based on known measurement
noise statistics and Allter~computed covariances from the previous time step, This process
Is designed to improve the estimate of each element of the state vector. The update
equations are [22]:

K(t) = PO R () H(E)P( VH (1) + R(1)) (2.24)
i(t,’-") = R(47) + K(t)[= - H(L)R(¢7)) (2.26)
P(t7) = P(t7) - K(t)B(L)P(t}) (2.26)

Although the algorithm shown above Is generally applicable to any problem which
lends itself to » Kalman filtering solution, It is not necessarlly the algorlthm which is used
in practice. It iy often advantageous to use a form of the algorithm known as the U.D
form. In the U-D algorithr , the Rlter covarlance matrix is not propagated as a square
array. The matrices below representing the pre- and post-measurement filter covariances,

respectively, are explicitly computed instead [22):
P(t7) = U7 )D(¢7)U(t)) (2.21)

P(t}) = Ut )DL} U(EY) (2.28)

where the U matrices are upper triangular and unitary (and thus contain ones alung
the main diagonal), and the D matrices are simply diangonal [22]. This form offers several
advantages including nurnerical stability, improved precision, and guaranteed nonnegativity
of the computed covarlances [22]. It is the U- ) form of the Kalman filter algorithm which

Is implemented in the MSOFE software [5).
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2.6.8 Linearized and Eztended Kalman Filtering, Unfortunately, not all problems
are adequately described ay linear systems driven by white Gaussian nolse. In many cases,
the most appropriate model is nonlinear. The nevigation problem at hand falls squarely
into the nonlinear category, Fortunately, s method exists whereby a nonlinear system may
be treated in much the same manner as a linear one for a particular class of problerms.

Suppose that the nonlinear system may be described by [23]:

() = f]x(), u(t), t] + G(t)w(t) (2.20)

In this case, the state dynamics matrix, £{,+,+], is a nonlinear function of the state
vector x(), time ¢, and the control input (wssumed to be rero in this research). The
white Gaussian nolse is defined exactly as in Equations (2.14) and (2.16), In addition, the

measurement equation may also be a nonlinear function of time [23}:

e(t;) = hix(,),¢;] + v(,) (2.30)

The noise vector v is again zero-mean and its covarlance is described by Equation (2.19),

Recalling that a system must be linear in order to satisfy the swsumptions that
yield the optimality of a Kalman filter, the nonlinear Equations (2.29) and (2.30) must be

linearized. The following approach Is summarized from Maybeck [23):

1. Assume that a nominal state trajectory, x,(t), may be generated which satisfles
x,.(t..) = Xy and
kn(t) = £]x,(t),u(t),t) (2.31)

where fl.,, ] s specified in Feaquatinn (2.20). and u(t) = 0,

2. The “nominal” measurements which accompany the nominal trajectory are:

2(ti) = h[x,.(6,), t:] (2.32)
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3. The “perturbation” of the state s obtained by subiracting the nominal trajectory

from the original nonlinear equation:

’ [%(e) = % (e)] = f[x(e), u(t), &] ~ fxu(e), u(t), t] + G(t)w(¢) (2.33)

4, The equation above may be approximated to first order by a Taylor series expansion;
%y (t) = F [t %0 (1)) + G(t)w(t) (2.34)

where 6x(t) represents a first-order approximation of the process [x(+) - x,(+)|, and
Fit; x,(t)] Is & matrix of partial derivatives of f with respect to its first argument,

evaluated along the nominal trajectory (23]t

. _ 0f1x(t), 1]
Fltix,(¢)] = - % XX (1) (2.36)
5. The perturbation measurement equation is derived in like fashion and Is expressed
as (23]
6.lt(t) =H [tﬁ Xn(ti)] -+ V(t,‘) (2.36)

where

Htixa (1)) = Ql'lzg)_zfl . (2.37)

With the “error-tate” model in hand, it is possible to return to the linear filtering theory.

An estimate of the whole-valued quantities of Interest is obtained from [23):
R(t) = x,(t) + dx(t) (2.38)

The sxpression above for the linearized Kalman filter is useful provided that the lineariza-
tion assumption is not violated. However, if the nominal and “true” trajectories differ
by too large an amount, unaccentable errors may result [23), It is for this reason that
extetided Kalman filtering is useful in many cases where perturbation techniques alone

do not suffice. Extended Kalmman flltering allows for relinearizing about newly declared
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nominals at each sample time, to enhance the adoquacy of the Unearization procesn, and

thus of the resulting filter performance as well [25].

The extended Kalman filter equations are summarized below. The reader is referred
to Maybeck [23] for the details of derivation. The measurement equation for an extended
Kalman filter is:

e(t;) = hix(t), t;] + v(t) (2.9)

where v(:) is once again zerv-mean with covarlance given by Bguation (2.19). Measure-
ments are incorporated into the extended Kalman filtar via the following set of equations
[23):

K(t) = P(7VHT[(6)%(e7 )) {HI(EDRT P H ()R + R(Y} T (240)

R(tF) = K(t7) + K(t) {1 - Bl ); (8]} (241)
P(t}) = P(¢7) - K(G)BI(L)R(e7)P(E) (242)

where
H[tiR(t)] = @‘-},’-:;."—"] okt (2.43)

The state estimate and covariance are propagated from ¢; to t;4, by integrating the fol-

lowing equationys [23}:

R(t/t,) = £1R(/L), w(t), 8] (2.44)
B(e/6) = FR(e/6)]P(¢/t) + P(t/6)F [6R(¢/)) + G(£)Q(£)G" () (2.45)
where
Flt:R(e/t)] = Qf_[l‘_(.‘());"(f)"] rxom (2.46)
and the initial conditions are:
R(/4) = %(t)) (247)
P(t/t,) = P(1') (2.48)

The equations shown above for the extended Kalman filter are programmed into the
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MSOPL sholl for the problem defined by this thesls. It iv the fact that the extended Kalman
filter is relinearized about sach successive estimate of the state [R(¢)] which “enhances the
validity of the assumption that deviations from the reference (nominal) trajectory are small

eaough to allow linear perturbation techniques to be employed” [23).

2.7 Summary

This chapter introduces several topics which are related to the NRS integration prob-
lem. Major systems such as thie INS, the RRS *.l‘mmponldnr system, and the GPS ate
described briefly and their roles as subsysterns In the NRS are sutlined, Ilteference frames
are discussed In moderate detall and several important frames are defined. Coordinate
transformations are also supplied, The WGES-84 Geodetic System is presented and key
parameters ate tabularised, Finally, a very brief outline of some of the Kalman flter-
Ing theory concepts cruclal to this thesls are presented, Equations for the linearlzed ond
extended Kalman filters are shown and the validity of using the extended Kalman Alter

algorithm for the nonlinear problem in this thesis is axplained.
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I1I. INS and Baro-Altsmeter Models

8.1 Iniroduction

The INS chosen for use in the proposed Navigation Reference System (NRS) is the
Litton LN-93. The LN-93 is a state-of-the-art strapdown INS which uses RLGs in lts
mechanisation rather than the older gimbaled gyros. The LN-83 charactsrlstics promise
o couslderable advantage over mechanizations used in previous navigation standerds such
as CIRIS (i.e,, the LN-16 used in CIRIS I and the LN-39 used in CIRIS II), The LN-03
orror model js presented below, Additionally, the need for a revision to the baro-altimeter

model Is presented and the revised model Is developed.

3.2 Litton LN-98 INS

Litton specifications stipulate that the LN-83 horizontal velocity errors must be
smaller than 2.5 feet per second (RMS) after two hours of navigation following a gyrocom.
puss alignment, and that horigontal position error must be less than 0.8 nautlcal miles per
hour during the same period [20]. Actual statisties provided in the Litton documentation
show that for a period of ten hours of (static) navigation, the LN-93 is accurate to within
2 nautical miles. For a 2 hour “flight” simuleting a fixed flight profile (which is discussed
in Sectlon 3.4), the LN~-93 maintains horizontal position accuracy to better than | nautical

mile,

Figure 3.1 depicts the baslc baro-alded INS subsyitem, The INS subsystem, aided
by a baro-altimeter, forms the foundation upon which the full NRS model ls bullt. NRS
will oventually Incorporate RRS and GPS models, as prosented in Chapters IV und V,

respectively,

3.8.1 Error Types. Litton's comprehensive dynamic ecror model for the LN-93 Is
compaosed of 93 states. The error sources modeled fall into one of several error source
types, First, the random constant represents a varlable which may take on any value
within prescribed limits (defined by a random value chosen from a Gaussian distribution

of appropriate scale) und thereaftor retains its initial value [22). Variables of this type are
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Figure 3.1. Basic Baro-Aided LN-83 INS

often referred to as bleses and are modeled mathematically by [22]:
#(t)=0 , and P(t)=PF (3.1)

Approximately 64 blas error state variables are included In the Litton model. These are
lumped Into subcategories, including gyro bias states, accelerometer blas states, trend

states, and gyro compliance states,

An error variable type not represented in the LN-93 model is the random walk or
Brownisnh motion variable. Although the Litton model does not include such variables,
Maybeck recommends that variables of this type be used in the Kalman filter implementa-
tion of random bias states when there exists a tenclency for the covariances of those states
to drop to zero [22], This practice (adding small magnitude “pseudo-nolses” to states
whose truth model includes no noise source) prevents covariances of those states from
dropping to zero, thereby improving the estimation potential for those states, Variables
of this type ure characterized by a tendency to wauder about In an unpredictable fashion,

and are described as “the output of an integrator dilven by white Gaussian noise” (22},
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They are represented mathematically by [22):
#(t) =w(t) , and P(t)= P, (3.2)

where w represents zero-mean white Gaussian noise of strength g. Varlables of this type
are not used in this error model. However, they are generally useful when Kalman filters

containing bias states are implemented [22].

Another error source type included in the LN-93 model Is the first-order Markov
process, This variable Is also characterized by o tendency to wander about, but with a
certain degree of correlation from one time to another. This process la described as the
output of a first order lag which s driven by zero-mean white Gaussian noise [22], The
first-order Markov variable is modeled by an integrator with a negative feedback loop. The
feedback gain is the reciprocal of the time constant for the variable of interest [22]. Its

mathematical representation iy [22]:
i) = - el +uw(t) . eod  P)=R (3.3)

where w represents zerc-mean white Gaussian noise of strength ¢, and = is the tine
constant assoclated with the state of interest. Error varlables which are included in this
category are gyro and accelerometer drifts and thermal transients assoclated with these
inertial instruments. (Additionally, the baro-altimeter state included by Litton falls into

this category. This is discussed In more detail later.)

The last category of errors In the Litton model are those which are termed “general”
[20]. These error states are complex combinations of several states, Some states which
fall Into this category depend on as many as 40 to 50 other states. Navigation position,
velocity, and platform tilt error states are examples of such complex interdependency, T'he
“lower™ 13 states (termed the general error states) are coupled to one another and to olher
states, The Litton linearized error model is presented in the form of & general equation of
the type presented in Chapter II. The generalized INS errar state equation is of the form
(3, 22):
6%k (t) = F(t)6x(t) + Gw(t) (3.4)
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whore

- JF[x, u(t)

P(t) Bx ‘Z’t‘l|x=x.. (3.5)

and §x(t) is the 93 x 1 time varying stat ecror vector, F(t) is a 93 x 93 time varying system

dynamics matrix, u(t)is a zero vector, w(¢) is a 93 x 1 white noise vector, and G = I,

! 342 Error State Vector, Litton particions the errur state vector into six sub-
vectors as shown below [20]. Note that each of the subvectors is expiessed as one of

the- error types discusted above.

0x = [ 6x," 6x,V &x," bx," 6x," 6xg” I {3.6)

where 6x ir & 93 X 1 columnn vector and:

dx, represents the “general” error vector containing position, velocity, attitude, and ver-

tical channe! errors,

dx, consists of gyro, accelerometer, and baro-altimeter correlated errors, and “trend”
states, These states are modeled as first order Markov processes in both the truth

(svstem) model and in the Kalman filter.

§x, represents gyro bias errors. These states are modeled as random constants in the truth
model and are modeled as random walks (with sinall magnitude pseudo-noises) in

the Kalman filter,

6x, is the accelerometer bias error states. These states are modeled in exactly the same

manner as the gyro bias states.

éx, depicts accelerometer aud gyro initial thermal transients, The thermal transient states

are first order Markov processes in the system and Kalman filter,

dxy models the gyro compliance errors. These error states are modeled as biases in the

system model and as random walks in the Kalman filter.
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The system state space differential equation is given as:

( 1 r W ( N\ ¢
6%, Fu Fi» iy Fiy Fiy Fig ox, w, 1
6*,, 0 Fzg 0 0 0 0 61(-, w,
§x. 0 0 0 0 0 0 éx. 0
] %L i T B SR
5%, o 0 0 0 0 0 fx, 0
5k, 0 0 O ¢ Fy 0 Ix%, 0
| 8% | 0o 0 0o 0 0 o ||éx) [0

All states In the 93 state INS ertor vector are defined in Appendix A, Tables A.l
through A.4. All non-zero elements of the .dyna_milcs- matrix, F, and the process noise

matrix, Q, are obtained from [20] and are preseated in Appendix B.

3.8 Bero-Altimeter Model Revision

Although the Litton error model is extensive and reasonably thorough jn its depiction
of Inertial instrument error sourcey, it is somewhat inadequate in its depictivn of the
error sources related to the baro-altimeter. Other authors discuss several error sources
normally linked with baro-altitude [16, 28, 34) which appear to have been omitted in
the Litton LN-93 model. The LN-93 error model contains oniy a single state for the
barometric altimeter, For this reason, a revised Laro-altitudes error model is developed
and ernbedded in the INS error model. 'The new baro-altitude model includes states for
correlated noise effecis, bias error, und scale-factor ervor. The revised baro model coefficient
for the correlated noise state is cxtracted from the Litton documentation [20]. In the case
of the other (new) bara states, the coeficients are extracted from [34], These erzor sonrces
are comblned in the manner discussed below to formulate a more complete error model

upon which to base subsequent work.

3.3.1 Litton Vertical Channel Aiding. As noted above, the Litton LN-93 error
model contains only one state with which to model error sour-es Inirinsic to the baro-

altimeter. The state is a flrat crder Markov process, and is modeled mathematically as
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[20):
3(t) = ~Bn, a(t) + w(t) (3.8)

where w represents zero-mean white Gaussian noise of strength 2(8y, x ¢3,.), Bx, is
the inverse correlation time for the baro-altimeter, and o, is the variance of the baro-
sltimeter correlated nolse as specified by Litton [20]. Litton specifies a correlation time of
600 seconds and o4, = 100.0ft for the two hour fighter run. The Initlal covariance of the

barn-altimeter state is assumed to be Py = 10" ft?, The state is represented in Figure 3.2,

Qtiving, Nelue Gorz_A\e_Bex
1

\ [\n v '
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00 w 0,00047 @ —_ - )
Lo
Corr ALt _Brr_Fdisk
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Figure 3.2. LN-93 Baro-Altimeter Error Model

The single state baro model aids the vertical channel states (i.e. INS altitude and
vertical velocity) in order to pravent the vertical channel instabilities discussed in Chapter
II. The baro error state is coupled directly to four states in the dynamics equations, and
is indirectly coupled to more than a dozen others, Figure 3.3 depicts the vertical channel
error model included in the Litton reference [20]. The baro error §hy enters the INS
vertical channel error model on the right side near the middle of the diagram. It is notable
that 6.y s approximated by 6h,., the correlated barn altitude error, in the Litton dynamics
model, Thus, even though the Litton document discusses several error sources, (and in
fact defines total baro-altimeter error to be a function of bias error, scale factor error, and
correlated noise error) these error sources are not modeled (without explanation) and a

single state §A,, is used to represent the baro-altimeter model.

Because the altimeter error magnitude is sighificant to many of the INS states, the
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Flgure 3.3, LN-83 Vertical Channel Error Model [20)

fidelity of the baro error model iy of considerable concern. It is precisely to iniprove the

its {idelity that the baro error model is revised ax described in the next section.

3.9.%4 Revised Baro-Altitude Model. The single baro state included In the Litton
error morel s adequate to represent one of the major sources of baro altitude error. Its
relevant equations and parameters are exactly as shown in Equation (3.8). However, other
baro-altimeter error sources are present and should be modeled in a high-fidelity truth

model.

Another significant source of error in the baro-altimeter which must be taken into
account is the error due to instrument bias, This error source is well modeled as a random

constant whose initlal one ¢ value is chosen to be 15 feet in this study. The cholce is based
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on a baro-altimeter mddai_c:':'rrmlned in [34].

Another significan. = . . voitree included in the revised model is the scale factor error
inherent in baro altimeters. ‘Chis error is a multiplicative combination of alreraft altitude
and the random constant scale factor state as shown below. The initial one ¢ value for the
scale factor state is 0.01 [34). Although the error contribution for this state is negligible

at low altitudes, it can be significant source of error at higher altitudes.

The last error state In the revised baro-altimeter model is the first order lag which
sums and fiters the previously described errors. The output of this state represents the
total, lagged baro-altimater error §hp. It is shown along with the other revised baro model
states in Figure 3.4,

Bare Ke.
veiving n:r.. Press Dens Var XM Baro_Meas_Noise
T2 L]

00

H_INS Inpur
]

Figure 3.4. Revised Baro-Altimeter Error Model

The revised baro-altimeter model shown in Figure 3.4 is incorporated into the NRS
model. It occuples states 23, 24, 25, and 26 in the NRS state vector as shown in Appendix
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A, Stnte 23 is the total baro-altimeter ervor, fhn. State 24 Is the correlated baro altituda
error, state 25 is the bias error state, and state 26 is the scale factor error state. The

performance and valldation of the revised baro model are discussed in Chapter VI,

3.4 Simulated Fighter Flight Profile

Litton has analysed the error model for the LN-93 in several modes [20]. Ome
important example is performance analysis of the LN-83 when it 1s “stressed” in » manner
typlcal of a fighter mission flight profile. In other words, when the LN-93 is subjected to
rapid acceleration, velocity, and attitude changes typical of a fighter mission flight profile,
what are the performance characteristics of the INS? In an attempt to answer this question,

the flight profile shown in Figure 3.4 is simulated in software.

Trajectory data for the flight profile shown in Figdre 3.4 are calculated waing PROF-
GEN [1). The trajectory data include variables such as latitude, longitude, altitude, ac-
celerations, velocities, and attitude. These datw are used in the MSOFE (5] simulation
as “nominal” quantities about which the truth (system) model ls relinearized after each
integration step [22]. The extended Kalman filter is relinearized about its best estimate of

the trajectory quantities.

4.5 Summary

This chapter introduces the main error model types which are generally important to
Kalman filtering and specifically important to the Litton ILN-93 error model. The LN-93
error model, which connsists of 93 states as provided by Litton, is introduced. Because it
has only one baro-altimeter error state, the LN-03 error model s revised to improve its
fidelity; as a result, a four-state baro-altimeter model is used in the overall INS model
The flight profile which is used for subsequent Kalman flter evaluation is presented and
briefly discussed.
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IV. Range/Range-Rate Transponder System

{1 Introduction

The Runge/Range-Rate System (RRS) 1s a navigation aiding aystem which comprises
a significant part of CIRIS and ARS. Consequently, the RRS is used in the Navigation
Reference System (NRS) us well. Navigation information is obtained by “interrogating”
ground transponders and subsequently processing the electromagnetic (EM) signals which
the transponders emit, The Information obtained allows high quality range and range-rate
measirements to be calculated by the RRS interrogating hardware (31]. Using these range
and range-rate measurements, refinements to the NRS position and velocity estimates are

thien powmsible,

The dynamic error model for the RRS transponder system is contalned n (31, 33),
Portions of that work are summarised in this chapter. Note that the lever—arm effect dis-
cussed in [31] 1s not included in this work. Although the lever-arm effect is very important
to consider in actual hardware applications, the assumption of INS and RRS interrogater
antenna collocation daes not reduce the valldity of the conclusions which may be drawn
from this work. The assumption of collocation is made In order to maintaln generality
but hes the advantage of reducing computational loading. For applications in which the
collocation assumption is not valid [such as the case in which actual data are used], a
transformation must be applied to translate and rotute the RRS measurement into the
navigation frame, One such transformation matrix is developed by Snodgrass (31], How-
ever, the transformation matrix developed by Sriodgrass [31] assumes a [N,W,U] navigation
coordinate system (as used in the LN-39 INS) rather than the [E,N,U] aystem which Is

amumed in the Litton error model for the LN D3,

Figure (4.1) depicts the addition of the RRS transponder subsystem to Lhe baro-
aided INS diagram presented in Chapter 111 This is another step in the path toward the
full NRS model (which eventually incorporates GPS as well).

4-1




LN-93 INS x +. R

;]
4-State Baro > Kalman ox
Filter

RRS 27
Transponder
Model

1

Flgure 4.1, Baro-Alded INS with RRS Transponder Alding

4.2 RRS Range Measurements

In CIRIS (or the proposed NRS), RRS range measurements ald In estimating posi-
tion errors of the reference INS. The RRS range measurement is derived from the time
delay detected between the time at which the reference hardware (CIRIS or NRS) sends
an Interrogation signal and the time at which a reply fromn the transponder is received.
This temporal difference is multiplied by the speed of light [and divided by two, to account
for the “round trip” of the electro-magnetic (EM) signal] to obtain an uncorrected range
measurement, Correction factors are then applied in order to compensate for delays intro-
duced by the propagation of EM signals through the atmosphere and to correct for errors
introduced by equipment calibration biases [31).

Figure (4.2) shows an earth-user-transponder svstem in two dimensions. A single
transponder is shown for clarity in this discussion. However, six to ten transponders are

typically used during reference navigation system Kalman filter updating.

The true positions of the transponder and the user are shown along with the true

range R, and the (uncorrected) range measurement R, (which is the range from the
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Figure 4.2, Two Dimensional Earth-User-Transponder System

ground transponder to the user, or more specifically, to the user’s INS platform). It
should be noted that both the true range and the uncorrected range are collnear with
the true user and transponder positions. The vectors §X,. and §.X,, are the transponder
and user position error vectors, respectively, The moment-arm effect between the INS and
RRS receiving antenns is not represented in the figure; it s assumed for this discussion
that the RRS interrogator antenna is collocated with the INS, The (uncorrected) range

measurement as obtained from RRS im:

Ru"_’- = Rg + 6Rnlm + JRbr +v (401)

where

R,,; = RRS range measurenient, from transponder to user
" =  True range, from transponder to user

§R,;. =  Range error due to atmospheric delay

§Ry, =  Range error due to equipment calibration

v =  gero-mean white (Gaussian measurernent noise
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Equation (4,1) in & model for the range as dotermined by the RRS trath model, Tt
includes the true range {which Is never precisely known] along with terms which reflect

sources of error and uncertainty, RRS error sources and models are discussed later,

4.9 Range Calculation From INE Dela

In order to formulate a dq‘_ﬁei\mce measurerent as riscusned in Chapuer I, two sources
of range Information must be obtlglned. The first lv the RILS range measurement which ls
modeled by Equutlon (4.1). Another ruxgé indication is c.omput‘ed from the INS indicated
position and RRS (surveyed) positlons, (Both the indicated INS position and transponder
surveyed position contaln uncertalntics which must be considered.) In this approacli, the
user (INS) indicated position iw represented by an R! veotor expresed in the Litton ECEF

a8l

[

D,,
X, = e (1.2)
LT
while the trne RRS transponder position is represented in the Litton ECEF by:

t

x"‘ = lh (4'3)

z'l

Then the calculated range from the user {INS) to the transponder is given by:

U [£
R, = ixu - x'rl = l ”,,J - Y, bigg| (4.4)
% z,

Equation (4.4) may be rewritten as;

Ry = \/("’u -2, ) 1‘ (. - 3;)1 + (2, ~ 2,)? (4.5)
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11 the cqnaticn above i “perturbed” to reflact nncertalntion in uver and transpondar po-
sitions, then a first-order Taylor series may be written to approximate the range [3, 22].
The truncated (first-order) serles is of the form [33]:

OR, ny( X1 X))
= R ..___uy_-z_._.u,_,u_‘ >
RIN‘S ¢ + ax, (x.l.,xu)num '
OR,, (X, X
e 7, F A ot SRl 14 v 80X 4.6
oxU (x,‘ux“)unm v ( )

After substituting Equation (4.5) into Equation (4.8) and evaluating the partial derlvatives,
the INS-derived range approximation becomes (31, 33):

By ~ @y, Y — Yy
R = [ } S, - [ ! ] 5 - ] bz
7779 AR v T B |R,~,| v

A e [
S el R 7 o o AL - b R

Av this point, the differerice measurement may be formed as:

6r = RNy =~ Ry,

Yy = Yu 2y
oo, - |SLI2W) sy ¥
[mm.n] i [: |] Yu [|R,~.|] *u

yl Yo 2y = 2,
+ b, + [ ] oy, -+ [ ._] bz,
IRH\SI ] " IRU\ '.| ?ll |RIN.'.'| '

- [1]6Rulm - [1]6R(,,- + v (4.8)

il

Note that the true whole-valued range (R;) formerly present in both Individual range
measurementus is cancelled in the differencing operation [3, 22]. Also note that the bracketed
caefficients in the equation abave will be prominent in the H matrix development discussed
In Sectlon 4.7.

In order to form the difference measurement, It s assumed nbove that the INS and
transponder coordinates are axpressed in the same frame, However, this assumpiion and
realéty are at odds, "I'he RRS transponder whole-valued quantities are generally expressed

in the LCEF frame (as defined by Britting). A simple transformation (presented in Chapter
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11) s vsed to express the transponder positions In the Litton ECETF frame. Titton [20]
expresses the whole-valued INS position vector as a triplet {latitude, longitude, altitude]
which can be converted to the (Litton) ECEF frame by {11]:

LY ' (RN + h)cosgsin A ’
w | =4 (RN)(1-e)+hlaing (1.9)
z, (RN + h)congpeon A

where

» = geodetic latiiude

A = terrestrlal longitude 7

h = altitude above the reference ellipsoid
RN = 0, /VA = 8T ¢

a, e earth's equatorial radjus’

e = eccentricity of earth's ellipnold

Although both position vectors are now (appatently) expiossed lu the same frame, Equa-
tion (4.9) depends explicitly on the fuct that tlie user position is known in terms of latitude,
longitude, and altitude. The discussion in Chapter 111 presents the LN-93 error-angle vee-
tor [ 86,, §8,, §6, | which may be transformed into latitude, longitude, and altitude. The

approach s presented in detuil in Section 4.6,

4.4 RRS Error-Slate Model Equationa

The RRS error state vector is composed of 26 elements (shown in Table A.5, Ap-
pondix A). The RRS stules occupy numbers §,,, + 1 through §,,, + 26 in the NRS
error state madel, where §, . represents the total number of states used ro model the INS
subsystem in NRS. (The variation of §,,,, Is discnssed in Chapter 6.) The rst two RRS
states are simple random constaut (bins) states which model the effects of user hardware
[RRS interrogator] range and range--rate calibration ervors, respactively. Coupling of these

states into the RRS measurement equation is presented in Sections 4.5 and 4.7. The error
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stote model equation for these states is [31):
@y 00 Bhr .
b - br (4.10)
By 00 @ hn

range equivalent of interrogator bias
velocity equivalent of interrogator bias

where

Sy
Bhe

I

The initial state estimates and covariances for these states are [31]:

ab'-(tll) N 0
{ Buo(tu) } - 0 (1)

1f1? 0
Phr.bn(tu) = . , (4.12)
0 L0-tft?/sec?

and

While the two states discussed above apply to all RRS measurements, there exist
two sources of errors which are unique to each individual transponder. First is the error
due to B trausponder surveyed position uncertainty (x, y, z components in ECEF {rame),
and second is the error due to atmospheric propagation delays between the user and each
Individual transponder. The three position error sources are well modeled by random bias
states (as discussed in Chapter III), and the atmospheric error states are represented by
first order Markov processes (alao discussed in Chapter III)., Then for eack transponder,

four states are nused to define error sources [31):

[ i 000 0 l T, w,,
i 00 0 o0 ) w
oot R R (4.13)
% 0 00 0 4 Wy,
5Rfum| 0 00 - ,I. ¢SRnlnu Watmy
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The subseript ¢ in the equation above denotes the i'" RRS transponder and = = 200 see
is the RRS transponder atmospheric error state time constant, The initial conditlons for

these states are [31):

i.v.u.x.ulm(tn) =0 (4.14)
25ft2 0 0 0
0 25 ft* 0 0

Px.y.z.ulm(tu) = ) (4.15)
0 0 25ft 0

0 0 0  100(PPM)?

and
E {w.u,u.x‘uhn} =0 (4.16)
000 o0 |
0 0 0
B {w:u.u.z.n!m(t)w.n.u.:,nhn(t + "')} = 6(7) (4‘17)
0 0 0
P] 4
0 00 -:-"-‘(‘,{-j-“)
with ¢, = 10", Once again, the set of equations above apply to a single transponder.

Therc are six such sets of equations for RRS transponders which are used in this thesis.

'The error vector is specified in Appendix A.

4.5 Predicted RRS Measurement Equation

The Kalman filter combines range measurements [Z] that are generated in the truth
model with its own estimate of the measurements [Z] to calculate an optimal estimate of
the state vector. The Kalman filter update equation which makes use of the actual and
estimated measurements is:

-~

Ft=% +K(E #) (4.18)

where

gt = filter estimate ol state vector just after measurement
X~ = filter estimate of state just hefore measurement
K = Kalman filter gain matiix
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incoming measurement. vector
Kalman filter prediction of incoiming measurement vector

ion

N} M
1

When measurements are processed sequentially, the meesurement vector £ becomes
a series of scalar range measurements Z. The Kalman filter prediction of each incoming
measurement is also in the form of sequential scalar ranges measurements 2. ‘The indicated

positions of the transponder and user are modeled by:

X, =x,+ 6x, (4.19)
X, =x,1 8x, (4.20)

where

= surveyed transponder position vector
X, = true trausponder position vector
ox, = true error In surveyed transponder position
_ X, = indicated user position vector (LN-93)
: X, = true user position vector
: ix,, = true error in indicated user position

Subtracting the Kalman fiiter position error estim. . %z, and &z,, from the applicable

equatious yields the iiller’s best estimates of the transponder and user positions:

R, = %, - 5?(, (4.21)
= x, +6x, - bx, (4.22)
= %, + eatimationerror, (4.23)
%, = X.-0bx, (4.24)
= R, 0%, - 8x, (4.25)
= X, + estimutionerpor, (4.26)
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The Kalman filter estimate of the upcoming measurement is given by:

-~

= ﬁl!‘.’h‘ ~- R, | (4.27)

=)

or

g; = \/(iu - E'r)2 + (ﬂn - 17'1')"z + (E(r - E’I:)'z - mﬂll"l - ﬁbr (4'28)

where

filter estimate of transponder position

By By By .
filter estimate of user position

~ -~ o~
By Yur 2y

i on

{6 Transformation of User Position Error

In Section 4.3 it is assumed that user position and position errors are known in the .
ECEF frame. This section describes the transformations needed to proces meauurexnnnti
in the ECEF frame and update the INS position error states in error-angle space (the
LN-93 etror-model space). The LN-983 Truth Model and Error Budget document {20]
states that globally valid equations which transform 60,, §6,, and 66, to §¢, 8, and fe
are generally quite complicated and seldom needed. For non-polar regions, the following

approximate transformation is used:

6¢ 6d,8lna - 80, cos o
6A ) =4 (60 cosa -+ 88, sina)secd (4.29)
fo 660, — §Asing

§h = 6h (.30
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The equations above may be expressed as a single matrix equation:

8¢ - CoB QY sine 00 80, 50,
LP - sinsecy  cosasecg 0 0 60, - [ o ] 89, (4.31)
Sa ~dinataneg ~cosatang 1 0 &0, 80,
§h 0 0 0 1 5h §h

where CJ! is the error-angle space to navigation error space transformation matrix defined

in Chapter IL. If user position is'expressed in the ECEF frame ast

; 0 (Rp + h)cosgsin
x;, = (¢, Ay o, h) = [ on ] 0 = (Rg; + h)sin ¢ (4.32)
‘ Ry +h (Rp + h)cos@cos A

(where C" is as yet undeflned, but is intended to transform wander azimuth vectors to

navigation frame veétors), then user position may alse be expressed au:

o'

x;, = f(@,9,7) = ¢ ¢ (4.33)

n

2

Eyuations (4.32) and {4.33) may be expanded in a Taylor serles, Because this {s a linearized
error model, it 1s assumed that the higher order terms (h.o.t.'s) are negligible (3, 10, 22].

" R 1 .
Then the series becomes x| = x,, + §x,,, and the error vector term may be written as:

§ %
E(E
e\ _ 8 (¢, A, oy h) §A
sy = X.. x| ba (4.34)
§x" i

where the user position vector is expressed in terms of latitude, longitude, wander angle,

and altitude as:

X ={ ¢, A «a, h }I. (4.36)
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and

(R + h)singsind  (Rp + h)cosdcosA 0 cos¢sin)

L %;\t 2h) (Ri; + h) cos ¢ 0 0 sing (4.36)
t

~(Rs:+ h)singcos A —(Rp: -+ h)cosgpsindA 0 cosgcos

Equations (4.31), (4.34), and (4.36) are combined to obtain [11]:

at (Ry; + )60,
Sy b= [ L ] (R + h)68, (4.37)
§2° §h

where

Ly = sinacos A + cosasin Asing
Ly = €08 cx cos \ - sin asin A sin ¢
Ly = sinAcon g

Ly, = ~cosa cos P

Ly, = sin a cos ¢

Lyy = sing

Ly = ~sinasin A 4 cos o cos Asin ¢
Ly, = ~conasin) - sinacos Asing
Lyy = o8 ) cos ¢

Rearranging the the right-hand side of Equation (4.37) results in:

§z® (R[:,' + h)60,,
6yu = [ C::I ] "'(Rl'.' + h)aor (4'38)
§z" &h
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The mateix [ C7) | Is the transformation matrix wlhich converts a vector from the wander

agimuth frame to the ECEF frame, and is written as:

o taz
Xu Xy
v, t=les]{ % (439)
ZU Zu

The individual elements of C:, are given as [20]

Cu = cosccos A — sinasinAsing
Ca = - sinacos A — cos anin Asin g
Cu = sinAcos ¢

Oy = sina cos ¢

Cyy 5= coB ¥ COB @

Cyy = sin ¢

Cuy = ~sinAcosa — cos Asingdsina
Cuy = sin Aslna ~ cos Asingcosa
Cy = cos A cos ¢

Then the filter estimate of the range between the user and the ground transponder is:

£ = (x'r + 63(.,‘ - 6{;‘1) - (xu + ( Cl(;l .]6":' - [ 031 ]5;‘::) - mu“" - {Rb" (4‘40)
= | R + En-yma | + ﬁtulm + ﬁbr (4'41)
where;
(Ri; + h)86, (R + )88,
6x, =4 —(R;+h)68, } » and &x ={ —(R;+R)50, (4.42)
&h 5h

In the truth model, the measurement is given by:

z = lxl‘ h xrl - ‘SRHIIM - 6Rbr (4.43)
= ‘ R, | + 6By + Ry (4.44)
(4.45)
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Then the residual, formed as the difference between Equation (4.44) aud (4.41), resulis in

the true whole range magnitude being cancelled:

where z and & are specified in Equatlons (4.44) and (4.41). It Is the “new Information” con-
tained in the scalar residual which is scaled by time-varying Kalman filter gains (discussed

In the next section) to update the filter state castimates,

4.7 Kalman Filter Gain

The Kalman filter galn matrix K(¢) used in Equation (4.18) determines which of the
clements In the filter state vector are affected by measurements that are processed by the
filter. The magnltude of the “correction” to indlvidual states at update time is determined
by the magnitude of the elements in the K(¢) matrix, The K(t) matrix ls computed prior

to measurements from the following equation:

K(t:) = P(¢; )R (¢)[HE)P(EOHT () + R(8)] (4.47)

where the H matrix is the Jacobian gradient of the noiseless measurement vector (3] and
the P matrix is the filter-computed covariance at time (¢7). In the case of the RRS
range measuremcnts, six transponders are used to form muasurements. For the purpose
of software efficicncy, the six measurements are assutned to occur cyclically at one second
intervals (as opposed to actual hardware measurements which may occur avynchronously).
Thus, a completc RRS measurement cycle takes six seconds, with one transponder mea-

surement occuring every second.

The elements of the H matrix have previonsly been derived in terms of the ECEF
frame measurement equation. However, in order to update the INS error states, the coeffi-
cients which precede the §X,, terms must be transformed back into the error-angle space

In which INS error model computations take place. Note that the difference measurement
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" equation may be written in Its functional form which is (11}

bz = h(2yy Vs s By Upr Fpy 6Bty ERpe) + v (4.48)

If the expression above is written us a Taylor series in which the terms above first order

-are neglected (3, 22], the result is:

\ .
1

. 6wmh() H() 6¢‘:-I.'. (4.49)

AR - Ynom (Jnam
where:., - N
| 'm0 =48 - (4.50)
aﬁd . . : :
(') = ('n“’ tns i,-,-, ®py Yys 2py ORatmy SRy, ) (4.51)

Tl\e noisgleu part of Jz is the origlnal h funcHon. The second term in Equation (4.49)
in evaluated by tuklng elght partla.l deriv&tiveu an indicated by Equation (4.50}. Only the
non-zero partial’ derivatives Jndicated by Equation (4.50) are discussed below; most of
the elements: of the correp_ponding H, row will also be zero [11] due to the fact that the
measurement depends updq onlfeighf states [represented by the arguments contained in

(+) above]. The non-zero elements of H are shown in the following row vector:

gh. oh Ol My W Uh ()h —
I"U »Ej l);:; )ﬁ j Rutm Mﬂbr

where the first three terms (after transformation back into wander azimuth coordinates)
will affect (INS) states 1, 2, and 10. The éRy, term is the RRS “common” bias state
which affects all transponder measurements and “opresents the (S, ,+ 1) element, The
remaining four terms are specific to the transponder which is being “interrogated” and
affect the respective 2,y,z, and atm error states in the RRS model. As an example,
for the 98-state model presented in Chapter V1 and Appendix F, these four terms are
H(™B), H(78), H(7T), and H(78) for a measurement from RRS transponder number

onel
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Noting that the h(:) function Is lineac in the error terms due tc equipment induced hias

and the atmospheric error, the applicable row of the H matrix may be written:

[ g e g g 11]

Evaluating the partial derivatives of h(:) with respect to the transponder position error
states reveals that these terrns are simply the components of the unit linc-of-sight from the
user to the transponder, expressed in the ECEF frame [11]. The H row inay be written

[ ol 52,{17 ULOS, ULOS, ULOS, 1 1]

The following sectlon is adapted from o development in [11]. Referring to Equa-
tion (4.49), thé firdt order term (evaluated with respect to the user position ertor states
unly) may be expressed in the ECEF frame as: '

Bh

H( do = Xyy" 4.52
() (Do 8*:, Hom Uy, ( )

Again, the arguments represented by (-) in the equation above are now limited to the

user postiion siates [ 2, ¥, %, |. A 3-by-3 identity matrix may be inserted between the

“partial” term and the error vector without changing the result:

16

Herl

| s -
(‘)num &xl '

Xy (4.53)

Now replace the identity matrix by two direction cosine matrices [which when multiplied
together would return the identity matrix):
oh

H(')l fz = g C,. C" bx,,' (4.54)
(')"“"l ax‘ non UU

Evaluating the partial derivative and multiplying out the product C!' 6xU:', leaves:

H(~)‘ fo = [-ULOS, - ULOS, - uw.sgjy

) G fxy"  (456)

nom
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If the row vector and the DCM are multiplied together, a row vector Is obtained, TFor
convenience, the result is defined as [ a b ¢]. The right half of the product can be rewritten
using the results of Equation (4.42):

(R + k)86,
H() , b = [abc] + 4 —(Rg+ h)6o, (4.56)
nom 6h

Finally, the expression above may be rewritten to yleld:

60;!,'
H() 0 b = [-b(Ri+h)a(Ry+h)e] + { 66, (4.57)
nom 6h

Then the first three H elements In the row are —b(Rp + h), a(Ri; + k), and c.
Equations for all other non-zero elements in H are developed above. These equations are

programmed intc MSOFE for the RRS measurement model,

4.8 Transponder Physical Locations

The six transponders which are modeled in the NRS composite error model are those
which are on and near Holloman AFB, NM. The locations of these transponders have been
surveyed (typlically to within & feet in each of the 3 axes), and the coordinates are given
in Table 4.1.

Table 4.1. RRS Transponder Locations (31]

[ Transponder I | Latitude Longitude Altitude |
005 33°01736.1472"7 | - 106° 08" 20.7404" | 4339 ft
102 32° 55' 58.6986" | - 106° 08’ 50.3338" | 4074 ft
181 33°44' 58.035" | - 106° 22' 14,630" 7932 ft
211 33° 17 55.999" | —106° 31/ 44.311" B842 ft
212 32°47'16.418" | -105° 49’ 15.474" 9202 ft

U 216 32°42/12.235" | -106° 07’ 38.907" | 4481 ft

417




4.4 Summary

This chapter presents the basic concepts related to the RRS transponder systom and
includes the RRS transponder system error model equuntions as well, In addition, the i‘nngo
measurenient model equation is developed ia detail. The couventional difference messure-
ment approach is presented and discussed, chiefly to point out that the methed results in

the whole-valued quantity being canceled in the “delta-measurement”. Finally, the calcu-

lations required to geneu‘.te H mhﬁ‘lx elements for a typlcni RRSV range measurement are

demonstrated.
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V. Global Positicning System Model and Space Vehicle Orbit Calculations

5.1 Introduction

The Global Positioning System (GPS) is designed to be a highly accurate, stand-alone
navigetion system, However, for this research, GPS Is used as a subsystem to improve the
navigation solution of the LN-~83 based NRS. In a manner somewhat reminincent of the
RRS trmgp'onduj |yptofn dllculléd in Ci’hl.piuri 1V, GPS navigation information is obtained

from electfom&énetlc signal propug;tloh t.hrough the media (lpucé and atinonphére) be-
tween the user (NRS) and each of the space vehicles (SVs) which the user “locks” Into &
reception channel of the GPS receivér. Navigation information Is obtained by receiving
GPS SV ephemeris data which are broadcast continuously from each active (“locked-on”)
SV, correlating the phase of the signal with a matching signal In the GPS recelver, and
correcting for known error sources to produce a highly accurate range estimate between
the user and each SV which is monitored, Although not used in this thesis, range-rate
information may be obtalned from GPS ephetneris in a similar manner. As in RRS, GPS
range (and, if used, range-rate) measurements make refinements to the NRS navigation

solution possible,

Figure 5.1 deplets the addition of the GPS subsystem to the RRS and baro-aided
INS diagram presented in Chapter IV. This is the final module addition and completes the
full NRS model.

A dynamic error model for the GPS system is developed in the Solomon theais [33)
and revised in [11]. Portions of those bodies of work are summarized in this chapter.
Howaever, subsiantial changes to the basic GPS model are made. In the references cited
(11, 33), a simplified GPS model was assumed. It consisted of four stationary space vehicles
(SVs) and did not perform geometry optimization calculations, In this thesis, a 24-SV
“optimal” constellation based on & paper by Green {12} is modeled, The new model includes
orbital calculations for ull SVa, and simulates GGPS receiver operation as well, These
enhancemnents are discussed in detail in subsequent sections of this chapter. As in the
case of RRS measurements, the lever-armn effect is important to consider in actual GPS

hardware applications. Once again, the lever-arm effect is avoided by sssuming that the
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Figure 5,1, NRS: LN-93 INS Alded by Baro- Altimeter, RRS, and GPS

INS and the GPS antenna are collocated. The assumption of collocation is made in the
interest of generality and NR3 software efficiency. The measurement model equations for
the GPS system follow a parallel development to that of the RRS measurement model in
Chapter IV,

5.2 GPS Range Measuremnents

Once again, in ARS or the proposed NRS, GPS range measurements aid in estirnating
position errors of the reference system. The GPS range measurement iy derived from
decoding ephemeris data which are broadcast continuously by each active SV, The user’s
GPS receiver (now considered to be a subsystem in NRS) processes signals which are
received from the GPS SVs to determine pseudo-range between the user and the SV. The
range measurement thus obtained ls corrupted by several error sources which must be

determined and compensated,

In its simplest form, a range measurement between a single GPS SV and the user

(in this case, NRS) may be determined as the product of propagation speed of the electro-




muagoetic (EM) signol and elapsed time during such propagation. Stated mathematically,
the range (typically called psaudo-range due to inherent inaccuracies in the esiimate) is
glven by:

R, o= ¢k (8.1)

where R, is pseudo-range, c is the speed of light in vacuum, and ¢, represents the elapsed

time for transit of the EM signal.

However, two major problems exist in using this simple definitlon for range., First,
the EM signal is not propagated entirely in vacuum, The signal originates In space (where
the assurnption of vacuum s acteptable), but must subsequently propagate some distance
through the earth’s atmosphere as well. Naturally, the signal delay introduced by atmo-
spheric propagtion must be taken into account, Second, in order to preserve any hope of
accurately determining range, it Is eritival to determine the EM signal transit time with
an extremely high degree of accuracy. Recalling that light (or any EM signal) propagates
on the order of 3 x 10%m/a, it is readily apparent that even a very small error in deter-
mining the EM signal propagation time can wreak havoc on attempts to use pseudo-range

information to improve the navigation system solution in NRS (or any other such system).

As & consequerice of the concerns above, it is imperative to develop a much higher
fidelity model for range estimation, A typical GPS receiver models the range between the

user and space vehicles with the following equation [321:

R'(‘.‘P.‘f = Rl + 6R'(.'l + 6R!rup + 6Rmn + 6R,,-,.M + JR“,,“, +v (5.2)
where
Ropy GPS pseudo-range measurcment, from SV to user

True range, from S5V to user

JR, =  Range error due to codeloop error

§Ryp =  Range error due to tropospheric delay

6Ri,, =  Range error due to ionvspheric delay

6Ryx =  Range ervor due to SV clock error

8Ryux ==  Range error due to User clock error

v =  gero-mean white Gaussian measurement nolse
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As in the comparable equation for RRS, the GPS pseudo-range equation above in-
cludes the true range [which can never be known exactly] along with terms which reflect
sources of error and uncertainty inherent to GPS range measurements. GPS error sources

and models are discussed later.

5.8 GPS Pseudo-Range Calculation From INS Data

Asin the RRS subsystem, it is desirable to formulsate a difference measurement in the
GPS model a8 well. Once again, two sources of range information must be obtained. Like
the RRS case presented in Chapter IV, the first source iy the range measurement wli 1
comes from the GPS subsystem and which is modeled by Equation (5.1). The second
range estimate is constructed by differencing INS-indicated position and 5V (broadcast)
positions to calculate the range, (Note that the indicated INS position and SV position
contain uncertainties which must be considered.) In Chavter IV, the user (INS) position
is represented by an R* vector expressed in the Litton ECEF which ls repeated below for

convenience. SV position, X, is represented in like fashion,

e o

8y, T,
Xy = Y y X, = Yy (B 3)
2, 2

Then user to 8V pseudo-range may be calculated as:

T, z,

By = lxu - Xy = } .. - Ve (b.4)
z, Z,

Equation (5.4) may also be written in the equivalent form:

Riyy = \/(wl' = )i (0 -y )+ (3 - 20)? (5.5)
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Tnvoking perturbation theory (3, 22), the equation above is written as a first-order Taylor
series to approximate the (INS derived) calculation of user to SV range. The truncated

(to first-order) serles s expressed as:

ItIN.‘;‘ - Rl + ORIN'i(x‘:'xU)( 6xs
(x xU o
X, X
+ .__L)!."_(_J_.__(L).l . 6xU (5’6)

(x'h' \x“ )'I(l"’l

When equation (5.6) is substituted into Equation (5.6) and the partial derivatives evalu-

ated, the INS-derived pseudo-range approximation becomes:

o ) ) Yv. — ¥, 2
R.=R—[“ "]bm —[” "]~6 - —"-—-—-—-—]64:
¢ ' |Rms’ v 'RIN.\;" Yu lRlel v
@, ~, Yo ~ Yo z, —
+ [ ] Sw, + [-—-—-—-—] cbyy + [—-—-——] 0z 5.7
0t [Tl (TR 60
Now the GPS pseudo-range difference measurement is formed as:
§z = ’RINH - R.-e
e, — 8, Yu z, - ]
= ¥ T ot S N Y 7
[m,ml] B [m.m ] Yo [\le /
&8, — o, Yo — Y 2, — 2,
+ ‘ o, + [ by, + [-i ']-6‘.
[mm,l] ” [lR,N.-,-I] . Bl ] 7%
- [ﬂale - [1]6erup - (1]6Ricm - [1]6R5dk - [1]6R“,,“, + v (5.8)

As noted in the RRS case, the true whole-valued range (R,) formerly present in the
individual pseudo-range representations (R,,. and K, ,..) is cancelled in the differencing
operation. The bracketed coefficients in the equatinon above will again be used in the H

matrix development discussed in a later section.

In order to form the GPS difference measurement, it is assumed above that the INS

and SV coordinates are expressed in the same frame. However, the assumption and reality
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are at nddl once again. The SV whole-valued quantities are generally expressed In cither
their uwn orbital frame or possibly in the inertial frame (as defined by Britting [3]). In
Chapter IV, a transformation Is presented that takes the whole-valued INS position vector
triplet [latitude, longitude, altitude] and converts it to the (Litton) ECEF frame as shown

below:

z, ’ (RN + h)cospsinA ’
bo } ={ [(RN)(1-c)+Hsing p (59)
z, (RN + h)cosdcos A

Equation (5.9) depends on knowing the user position in terms of latitude, longi-
tude, and altitude, The discussion in Chapter III presents the LN-93 error-angle vector
[ 0., 6,, £8, ] which may be transformed into latitude, longitude, and altitude error
space, The approach for obtaining the INS position error in ECEF coordinates (from the
[ 8L, §A, 8h] triplet) is presented in detall in Section 4.8.

The SV positions are routinely defined in terms of orbital parameters which may
then be defined in terms of inertial space coordinates, Additionally, the “flight” of the
$Vs in their orbital planes and the effect of earth rotation must be taken into account. SV

positions are (carefully) transformed to the Litton ECEF as discussed below.

Each of the 24 SVs is assigned an initial position (refer to Sections 5.8 and 5.9) based
on optimization of global GPS coverage using the 24 SV constellation [12]. Four SVs are
assigned to each of six orbital planes; each orbital plane is inclined at 556° with respect to
the inertial space z;, y; plane. The six lines of nodes [also called longitudes of ascending

nodes or LANSs] are equally spaced around the circumference of the earth.

A single (representative) orbital plane is shown in Figure §.3. The orthogonal axes [,
J, K] are identical to the [w;, ¥i, 2] axes defined in the Britting inertial frame discussed in
Chapter 11, The LAN is the point at which an SV in this orbit crosses the equator traveling
from south to north, and is represented in the Agure as ii. Additionally, the angle between
the LAN and the inertial frame axis «, is designated (2. The angular momentum vector
(R n the figure) is normal to the orbital plane, and the angle between h and K is called

the angle of inclination and is given the symbol @ for this document. Besides the orbiial
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Figure 5.2, Orbital Path for a Typical SV

plane angle of inclination (8) and the LAN angular displacenient from the #; axis (22), It
is also necessary to know the position of each SV in its orbital path at some point in time,
say ty. If lnitial conditions are known, it ls a straightforward calculation to determine SV

position in the orbital plane at any time subsequent to &;.

Although the figure depicts elliptical orbits, the model assumed in this research is
that of circular orbits. This assumption is based on the optimal SV constellation described
in {12]. In the optimal constellation (which is currently being implemented in practice),
SV orbital semi-major axes are greater (26,609 km) than previous constellations, which
were on the order of 26,560 km, The net effects are (a) a more circular orbit, (b) improved
coverage, and (c) reduced ellipticity in the orbital paths. While the ellipticity is tabularized
as zero in the Green paper {12], the actual ellipticity is non-zero, but its effect is sufficiently
small to be neglected for the purpose of this research. If later investigation proves to the
contrary, then a change to the 8V orbit calculations may be made to account for ellipticity.

At this point the SV orbital model is developed.

Consider for a moment that each GPS SV travels in a (nearly) circular path in a
single plane, irrespective of the orientation of that plane. In a situation such as this, the SV

position is depicted in Figure 5.3 as a function of orbital radius and an angle a. The angle
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LAN

Figure 5.3. Planar Representation of SV Orbital Path

alpha is defined (convenlently) with respect to the LAN, and s described mathematically

as:

alt) = agp+w, -t (6.10)

Mow, define an orthogonal frame in R* which has its origin colncident with the orbital
plane origin shown in Figure 5.3, The new frame 2,, axis is colinear with the orbital plane
LAN; the new y,, axis ls 90 degrees counterclockwise from and coplanar with ), and z, is
pointing out of the page. The newly defined frame is shown in Figure 5.3. Note that the
SV position as defined in this frame is still “two-dimenslonal,” in that the z, component

of the SV position vecior is identically zero,

Keeping in mind that a is time-varying, the SV position in the orthogonal orbital

frame depicted in Figure 5.3 is given as:

Zy Reusor
¥ { = Hfsina (6.11)

z, 0

Now it remains to rotate the SV position expressed in the orbital frame above into

the inertial frame, taking care to account for the orbital plane angle of inclination and
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Loy LAN
Figure 6.4, Orthogonal Orbital Frame Definition

the angular displancement of the LAN from the inertial framne »; axis., Two rotations are
needed to accomplish the transformation. First, the orbital frame s rotated clockwise
about its own a, axis through an angle of 55° (the orbital plane angle of inclination, 3).
Second, the orbital frame is rotated counterclockwise about the z, axis through an angle
equal to the original angle from the z; axis to the line of ascending nodes (LAN), . After
these two rotations, the orthogonal orbital frame is coincident with the inertlal frame.
Thus, an SV position vector expressed in the orthogonal orbital frame is transformed to

the inertial frame via:

@, cos? ~—cosFsin{l &infcos 2,
i (=4 8inQ sinfBcosQ -~sinBcosQ Yo (6.12)
2 0 sing cos § %

where 3 s the orbital plan angle of inclination (55°), and Q is previously defined. The
result thus obtained is a step closer to getting SV position vectors in terms of ECEF

coordinates. Two more steps must be taken. First a transform from inertial space to the
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(Britiing) ECEF is given by [3]:

cos(wiet) sin(wit) 0
Ci =4 —sin(wi,t) cos(wit) 0 (5.13)
0 0 1

where w;, is the sarth’s rotation rate and ¢ is the elapsed time since t;,, The same value
for ¢t is used here and in the defining equation for the SV orbital angle a. Finally, the
difference between the Britting ECEF and Litton ECEF must be taken into account to
complete the transform. Using the matrix specified In Chapter II, SV positions in Litton
ECEF terms are given by:

o Qo

3 . ;
Ye = Cn ' Cl' ' Cl‘) * Yo (5'14)
2 3

Litton

At last the SV position is expressed in the desired frame. However, recall that the INS
position vectar above is expressed in terms of latitude, longitude, and altitude. Once again,
the INS position must be expressed in terms of its error-angle states but coordinatized In
the Litton ECEF. The approach is identical to that explained in Chapter IV and is omitted

here.

5.4 GPS Error-State Model Equations

The GPS error state vector is composed of 30 elements (shown in Table A.6, Ap-
pendix A). The GPS states occupy the thirty “uppermost” states in the NRS error state
model. The first two GPS states mode] the user sot [receiver] clock bias and drift errors,

respectively, The error state model equation for these states is 11, 33]:
BUclh 01 L1 otk
otk | _ etk (5.185)
i“"lkrhl 0 0 iy “elkygp
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B cthy = range equivalent of user set clock hias
B clky, = velocity equivalent of user set clock drift

The initial state estimates and covariances for these states are [31):
] « ¢ 0
Buretky (o) | _ (5.16)
B etky, (to) 0

9.0 x 10'! ft? 0

(6.17)
0 9.0 x 10'" £t2/gec?

P etk tethy, (to) = [

Note the large uncertainties associated with the user clock states, Until the user clock
error is determined, it is the single largest source of error In GPS range measurements,
While the two states discussed above apply to all GPS measurements, there exist five

sources of errors which are unique to each individual SV,

One error source specific to each SV iy codeloop range quantization error. At the
heart of any GPS receiver exists a palr of interacting tracking loops [21], One of these
loops, the “code tracking loop” is the source of pseudo-range estimation error which is
modeled as a first order Markov process [21] with an exponential autocorrelation function,
Other significant error sources include the tropospheric and ionspheric propagation delays.
Both of these error sources are identified and corrected to a large degree by the GPS
receiver, However the uncompensated error contribution of these error sources is still
significant. Both of these are alro modeled as first order Markov processes (with different
time constants), Still other sources of error which must be included in the GPS model are
SV clock error and SV R? position ervor, each of which is treated as a random bias state.
The reader should note the strong possibility for observability problems in a model such as
this. In this case, three position error states are used, but the measurements provide new
information only along the line-of-sight vector between the user and SV. All error sources

discussed above which are unique to each SV are included In an error state vector shown
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_ _ (6.18) ;
0.25ft1 0 0 0 0 0 0 ,
0 10ft 0 0 0 0 0
0 0 LOf2 o 0 0 0
Paps(t) = 0 0 0 2ft 0 0 0 (5.19) :
0 0 0 0 2ft2 0 0 :
0 0 0 0 0 2% 0 .
0 0 0 0 0 0 25ft* i
and ,
E{w.s(t)} =0 (5.20) §-
(06 0 0 00 0 0] 1
0 0004 0 00 0O |
0 0 0004 00 00
E{wpy(t)Weps(t+7)}=1 0 0 0 00 0 0] & (5.21) ;
6 0 0 000U
0 0 0 0000
0 0 0 000 0]

Once again, the set of equations above apply to a single SV, There are four such sets !
of matrix equations for GPS SV errors modeled in this thesis, The error-state vector is

comnpletely specified in Appendix A.

5-12




EARTH
CENTER

Figure 5.5. Two-Dimensional Representation of User and SV Position Errors.

5.5 Predicted GPS Measurement Equation

The Kalman filter combines range measurements (2] that are generated in the GPS
truth model with lts own predictlon of the measurements [8-] to calculate an optimal
estimate of the state vector. The general Kalman flter update equation [22] defined In

Chapter IV is repeated below:
Ft=%"+K(EZ~-%") (5.22)

When GPS measurements are processed sequentially, the measurement vecter Z be-
comes a series of scalar range measurements Z. The Kalman filter prediction of each
incoming measurement is also in the form of sequential scalar ranges measurements .
The indicated positions of the SV and user are depicied in two dimensions in Figure 5.5.

The position errors depicted in Figure 5.5 are extended into R? space and are represented

mathematically by:
X, =x,+ 0x, (6.23)
X, =x,.+0x,. (5.24)
where
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Xy = indicated SV position vector

X, = true SV position vector

ox, = true error in Indicated SV position

X, = indicated user position vector (LN-03)
x, = true user position vector

ox,, = true error in indicated user position

Subtracting the Kalman filter position error estimates 6';; nnd'ﬁ; from the applicable

equations yields the fllter's best estimates of the SV and user positions:

R, = %, -ox, (5.25)

= x, +0x, - bx, (5.26)

= X, -+ error, (6.27)

R, = %, - 5;‘;_ (5.28)

= x,+6x, - 8x,, (5.20)

= X, +error, (6.30)

The Kalman filter estimate of the upcoming measurement is given by:

b = Ry RS (5.31)

or

w—

- () - B ~ ~ Y ~ .~ N o~ o~ s, -—
bz = \/(EU = ’.5‘)2 + (yt, - ll_n.-)J + (341 - z_.,-)z - 6R(:l - 6lep -~ 5Rn'un - 6Rb'ullc (5-32)

where

P

8,y I &, S filter estimate of user position
8,90, % = filter estimate of §V position
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In Section 5.3 it is assumed that user position and position errors are expressed

in the ECEF frame. This section describes the transformations needed to process GPS

measurements in the ECEF frame and update the INS position error states in error-angle

space (the LN-03 error-model space). Using the exact same approach presented in Chapter

1V, the INS position is written an:

¢ Wak
"YU XU
v, t=[e]{w
ZU ZU

Consequently, the filter estimate of range from user to SV may be expressed as:

E- = (x.k‘ + be‘ - ﬁ.ﬁ‘-) - (xl' + [ C;» ]Gx:_) - [ GSJ ]ﬁ; )
_mf—l - ghrmp - mi-un - m;.-lk
where:
(Ri: + h)88, (Ri; + h)E8™,
6%, ={ ~(Ri+h)66, § » oand bx'={ _(Ry+h)FE,
§h §h~

In the truth model, the measurement is given by:

r = l X, - xsl - G-Rc-l - JR“'U{) - 6Rinn - 6RSt:lk - 6Rllz:lk

In the residual below, the true whole range magnitudes are again cancelled:

Az =z -7

B-16

(5.33)

(5.34)
(5.36)

(5.36)

(6.37)
(6.38)

(5.39)




It is the “new information” contained in the scalar residual which is scaled by time-varying

Kalman filter gains (discussed in the next section) to update the filter state estimates.

5.7 GPS Measurement Matriz

The observation matrix H(t) elements associated with the GPS measurements must
be obtained in order to complete the Kalman filter update process. Four GPS measure-
ments are assumed to occur simultaneously at 0.26H 2. Thus, & complete GPS measure-
ment cycle takes four seconds, with all four SV meanurlémentu being processed sequentially
at update times,

The GPS elements of the H matrix have previously been derived In terms of the
ECEF frame measurement Pquntlon. As demonstrated in Chapter IV, the coefficlents
which precede the terms in the ﬁieauurement difference equation are in fact the elemonts
of the H row for the measurement being processed. Referring to Equation (6.8), the first
three bracketed coefficients map into the user position states, the next three coeflicients

map Into the SV position states, and the last four (ones) map Inte the remalning GPS

error states,

For example, if SV, is used to form a GPS range measurement, coefficients 1, 2, and
3 in Equation (5.8) become elements 1, 2, and 10 in the H row. These element numbers
correspond to the R® position errors for the user INS. Similarly, coefficients 4, &, and 6
in Equation (5.8) become elements 126, 127, and 128 (corresponding to the position error
states for SV number four). The remaining (unity) coefficients map lnto the remaining
GPS error states; continuing with SV 4 as the example, elements 122, 123, 124, and 126
in the H row are set to unity. Element 99 in the H row is unity for all four SVs becaune

the user clock affects all GPS measurements by the same magnitude.

5.8 SV Mcasurement Set Selection

Although only four SVs are used for measurements at any given time, positions for
all 24 SVs in the constellation are continuously updated in the truth model for simula-

tion purposes. This Is necessary in order to emulate the function of an operational GPS
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Figure 5.8, Optimal 5V Set Geometry (4]

receiver, As previously noted, the GP§ receiver selects the set of four SVs from all possi-
ble combinations of SVs in view to provide the best possible geometry for enhancing the

navigation solutiou.

When 8V and user positions are expressed in a common reference frume, the “correct”
group {or set) of four §Vs must be chosen from all possible combinations of SVs in view.
The approach is to solve an iterative algorithm [27] which detetmines the optimal SV set
based on geometric considerations, Ideally, the GPS recciver selects a set of SVs arranged
such that one SV is directly overhead with respect to the user; the remaining three SVs
are as low on the horizon as possible (while still permitting clear reception of their signals

by the user), and they are spaced 120° apart In azimuth as seen by the user.

However, ideal geometry is seldom (if ever) achieved. Therefore, the goal is to deter-
mine which set of four SVs offers the besi geometric configuration available at measurement
times. The algorithm used solves the problem by maximizing the volume of a tetrahedron
defined by the Intersection of unit vectors (from user to SV) with a hemispherical surface

above the user. The concept is llustrated in Figure 5.6. While it is relatively simple for a
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GPS receiver to determine whether or not a particular SV is in view [either the SV signal

is present, or it is not), life {s not quite so simple in the simulation environment.

Because signals from SVs must be simulated, it is necessary to determine which
SV are “in view” (meaning that their signal is not “masked” from the user by physical
obstructions such as the earth). Therefore, once SV and user positions are determined
in a common frame at any given time of interest (say a messurement time ¢,), then the
elevation of each SV (with respect to the user) must also be determined. The method is to
compute the elevation angle based on the unit line of sight vector from the user to each of
the SVy in the optimal constellation at each measuretnent time, If the computed elevation
angle is greater than a predetermined mask angle (5° for this rescarch), then the §V s “in

view" to the user.

The optimal §V constellation is arranged such that, depending on user position and
time, a minimum of five and a maximum of eleven SVs may be in view at any given time,
Further consider that any four SVs can form a measurement set. Tlhen the number of
combinations from which the best set is selected at cach measurement time may range from
b to as many as 330. Obviously, in the latter case, severe computationul loading can result
and “intelligent” algorithms for set selection are well worth investigation (particularly for

simulations conducted on serial processors).

5.9 SV Initial Orbital Parameters

Initial conditions (orbital parameters) for the optimal SV constellation are extracted
from [12] and are shown in Table 6.1. There are six orbital planes in the constellation;
each plane contains four SVs. As previously noted, orbital semi-major axes are 26,609
kilommeters for all SVs and the orbiial period is 11 hours, 59 minutes, and 57 seconds. An
added benefit to this increased orbital radius is that SVs are expected to maintaln their
nominal trajectories more successfully, resulting in a lower requirement for station-keeping

manuvers and a higher percentage of “in commission” time.
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Table 6.1, GPS. Optimal Constellation Initial Conditions {12)

Satellite ID | LAN | Alpha | Satellite ID | LAN | Alpha |

01 325.730284 | 190.96 13 145.730284 | 312.30

02 325.750284 | 220.48 14 145.730284 | 340.93

03 325.730284 | 330,17 15 145.730284 | 87.06

04 325.730284 |  83.58 16 145.730284 | 209.81

06 25.730284 | 249.90 17 205.730284 | 11.90

08 26.730284 | 362.12 18 206.730284 | 110.76

: 07 25.730284 | 25.25 19 205.730284 | 143.88
i 08 25.730284 | 124.10 20 205.730284 | 246.11
09 85.730284 | 286.20 21 265.730284 | b52.42

10 85.730284 | 48.94 22 265.730284 | 166.83

11 85.730284 | 155.08 23 265.730284 | 276.52

12 | 85730284 | 183.71 24 | 265.730284 | 305.04

5,10 Summary

This chapter presents the basic concepts related to the GPS subsystem and introdiices
the GPS dynamics error model. In addition, the GPS pseudo-range measurement model
equations are developed in detail. The conventional difference measurement approach is
used once agaln. Finally, SV orbital calculations are presented along with initial conditions,
and the criteria for set selection. The approach is a considerable departure from previous
research {11, 19, 32, 33] due to the addition of a full GPS constellation in which orbits are
modeled explicitly, and because of the addition of crucial functions (PDOP calculations,
set selection, and set switching algorithms) which emulate the operation of & GPS receiver.
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VI. Results

Prior to & moderately detalled analysis of the results obtained for the considerable
number configurations tested, several items of gerieral interest which affect most or all of
the simulations are discussed. In addition, some of the major differences between this and

previous research are highlighted,

6.1 Monte Carlo Analysis of the NRS Error Model

The research conducted in lthls thesis hinges on the development and employment
of a nystem (¢ruth model) which is mainly constructed from models for the LN-93 INS,
the RRS, and the GPS subsystems. The fact that this truth model Is constructed in
software (embedded in MSOFE (8]) represents a significant extension to previous research
[31, 33) in which the trp:th models were not installed in the MSOFE “system” to create
an environment in which various Kulman filter designs could be tested. (Rather, previous
truth models were tested in the MSOFE covatiance mode, Previous researchers used actual
data obtained from empirical sources related to CIRIS operation to drive the filter designs
contalned in [31, 33].) The truth model developed in this research, along with trajectory
data generated by PROFGEN (1) and the new SV orbit calculation software, generates
measurement data as well as reference variables which are used to test the performance
of the (full-order) Kalman filter, and constitutes an environment in which a variety of
full-order and reduced-order Kalman filters may be tested against & common, high-fidelity

standard.

Several system-level configurations (presented below) are tested and analyzed in this
research. Generally, analysis of the configuration of interest consists of performing & series
of 10 alignment runs, followed by a series of 10 Hight simulation runs, and observing
the stochastic time history of error-state variables of interest. (In the case of very large
dimension models with many measurement updates, fewer runs may be used, resulting
In lower confidence in the data sample statistics thus derived [22]. Specific instances are

clearly identified where they exist.)
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At the beginning of each alighment run, the truth model state vector is initialized in
Monte Carlo fashion: each truth state is set to a random value based on the state's initial
covariance (and & random number from a pseudo-random number generator). At the end
of the alignment runs, terminal conditions for the truth and filter state vectors and the
final covariances are written to a data file. This data file is then uzed to provide initial
conditions for flight runs. Thus, a true Monte Carlo fashion simulation is preserved for the

entire analysls sequence,

6.2 Feedback and Platform Alignment

As noted ubove, the truth model state vector elements are initially randomized in a
manner intended to represent actual error conditions which may be present in INS, RRS,
und GPS subsystems. The intention is to determine the effect of the randomization of truth
model states on the Kalnian filter’s ability to perform its estimation task. This (stochastic)

stress test for the Kalman filter is another major difference in this and previous research,

As a result of this stochastic stress test, an interesting (but crucial) discovery was
made concerning the truth model. Recall that the INS model consists of error states. For
instance, state number four is the error in north platform tilt, Having initialized the truth
model error states in the Monte Carlo fashion described above, the system is allowed to
propagate its states for the period of the eight-minute alignment. During the allgnment, the
Kalman filter is provided with measutements to improve the estimation process. However,
by the end of the alignment period, the truth model has typically developed state variables
of an inappropriately large magnitude. For example, the latitude and longitude error states

grow to the order of 20,000 feet during an eight-minute alignment.

The natural question to raise here is whether or not such behavior should be expected.
In reply, this sort of behavior might easily be observed in a physical INS that Is turned on
but NOT torqued to local level. Typically, errors of this magnitude are undesirable after
having completed an alignment. Even though the Kalman filter can, with some forms of
measurement updating, maintain a reasonably good estimate of the misalignment error

states, the INS would subsequently begin a flight run (navigation mode) with large errors
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rather than with minimal errors that are seen in pliysical systems that are “leveled” during

the alignment process.

One might be inclined to consider that the error magnitude is immaterial because
the interest is simply to maintain a good estimate no matter what the error magnitnde
happens to be. Two counterpoints can be made to that argument. First, serious numerical
complications invariably arise when attempting to propagate tightly coupled error models
in which state values are becoming increasingly large. In such a case, numerical precision is
crucial but often impossible because computer wordlength becomes a serious limiting factor
[22]. In addition, the linear perturbation model adequacy is placed in serious jeopardy as

error magnitudes become excessively large [26).

How can the lssue be resolved? Two approaches are used successfully in this research,
First, one might choose to use feedback during the alignment process [22). In this approach,
the Kalman filter state estimaten are fed back to the truth model, This technique has the
effect of “leveling” the platform by reducing the magnitudes of the truth model error states,
The approach does not appear to work us well using full state feedback as it does when
using only partial state feedback (l.e., only position, velocity, and tilt states are fed back).
This behavior may stem from the fact that there exists a problem with observability in
the INS error model, For instance, velocity measurements affect only the “basic” nine
error states (position, velocity, and tilts), and provide no new information to improve
the Kalman filter estimates of the remaining eighty-four states, Additionally, one must
consider that feedback of some states is impractical due to the inability to correct errors
which may be estimated correctly but which are physically inaccessable. As nn example,
the atmospheric error associated with RRS transponders can be estimated very well, but
one cannot change the atmospheric properties which create the error; feedback of states in

this category is not only impractical, it can actunlly exacerbate estiination errors,

The second approach is to use an “impulsive reset” {22 of the truth model error
states, The first requirement is for the Kalman filter to acquire high quality estimates of
error variables, Subsequently, instantaneous corrections are applied to the truth model
states (meaning that data registers are reset, based on the availuble feedback states). It

is similar to the feedback approach discussed above, and differs primarily in the frequency
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at which feedback is applied.

The “impulsive reset” method is adopted for general use in this study. Investigations
revenl that the two methuds provide comparable performance in reducing the truth model
error magnitudes, but also (not surprisingly) revealed a noticeable improvement in soft-
ware execution time when the second approach is taken. Consequently, a single Impulsive
reset is applied at the end of sach alignment run in nrder to initialize flight runs with an

appropriately “level” platform. Once again, only the basic nine error states are fed back.

6,3 Performance Analysis Daseline

A complete error-state model for the Navigation Reference System (NRS) Is devel.
oped in Chapters III through V. The foundation is laid with the 93-state LN~93 RLG-baxed
INS model. The basic INS model contains & single baro-altimeter state which is subse-
quently revised to improve model fidelity, Next, the RRS transponder model {s added to
the INS model. The NRS model is completed with the addition of a GPS model that

incorporates a full constellation of 24 moving space vehicles.

The results achieved from simulntion and analyses at each of the junctures described
above are niow presented. Key variables (such as position, velocity, and platform tilt errors)
are plotted for each of the test configurations, The plots are contained in Appendices C

through L. Salient features are discussed in the sections which follow,

It Is important to begin research of this type with a “baseline” to which subsequent
performance changes (resulting from changes to the model) are compared. Consequently,
the first configuration which is tested and analyzed is that of the basic LN-93 INS. The

Litton error mudel contains 93 states, including a single baro-altimeter state.

The complete 83-state error model is programmed into the MSOTTE truth model using
Initial conditions suggested by Litton [20], and a full-order Kalman filter is constructed
based on the same model. The model is then tested in two distinet simulations. First, an
“alignment” series (10 Monte Carlo runs) is performed, Initial INS position Is assumel to
be 45° North latitude and 0° longltude. [These conditions are chosen for conslstency with
Litton conditions,)
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The second test series is a 10-run Monte Carlo simulation of the expected INS per-
formance under flight conditions, Variables from the fighter flight profile presented in
Chapter III are used as the nominal conditions about which the truth model equations
are relinearized during the propagation cycle, The extended Kalman filter is relinearized

about its best estimates of the trajectory variables,

This phase of the model analysis is conducted to ensure ‘st the bascline model
performs in a mauner which {s consistent with the performance stipulated by Litton for
the LN-93. During the alignment series, both velocity and baro altitude measurements
are provided to the Kalman fllier, For the flight series, only baro altitude measurements

are used.

In referring to Appendix C.1, the reader will find several plots depicting the error
behavior of the 93-atate INS during alignment. As noted previously, the LN-93 error states
are “randomised” at the start of each alignment - thus 10 different random initial state
vectors are used to seed the 10 Monte Carlo alignment runs. 'The center plot trace (- - --)
representr the mean error time history for the indicated state. Mathematical descriptions

for data time historles are Included at the beglnning of Appendix C.

The true standard deviations of the indicated mean error variable is represented by
&ypyee The traces (+++) which bound and “track” the mean error time history represent
the mean error plus and minus ¢y,,.. The final palr of traces (——) represents the filter-
computed Loy, for the error variables indicated. They are symmetrical about zero
because the Kalman filter “assumes” that its errors are zero-mean [22], The filter-computed
error standard deviation magnitudes (os),.) may be compared to similar plots in the
Litton reference (20]. In the case of the position states (latitude, longitude, and altitude)
the comparison is excellent; the magnitudes of the /i, plots for this research compare

very closely to the Litton results [20].

The only significant difference is in the vertical velocity error state. The magnitude
of its ¢ is somewhat lower here than in the Litton documnent {20]). This occurs due to the
fact that Litton uses only horlzontal velocity updates during alignment. In this research,

vertical velocity und baro-altitude measurements are used In conjunction with horizontal



veloelty mensirements,

Initially, vertical velocity measurements are adopted because of very large magnitude
errors (discussed previously) that developed during alignments, It Is postulated that the
random initio]l condition effects could be reduced or climinated by providing additional
measurement information, Although the referenced errors are not adequately quelled by
these additional measurernents, a significant improvement in the vertical channel stotes
was noted (i.e., vertical velocity o decrensed by about 50 percent compared to the Lit-
ton results), Consequently, vertical veloelty and baro-altltude measurements are used In

alignment runs throughout this research,

Two noteworthy features appear in the 9J-state alignment plots contained in Ap-
pendix C,1, First, the latitude and longitude error time historles tend to drift away from
the expected zero-mean. This result occurs because of the lack of horizontal position in
formation during these alignments (notice that the mean altitude error looks “reasonably”
zero-mean - 8 consequence of Incorporating baro-altimeter measurements which is another

departure from the Litton alighment procedure).

The second feature which iu likely to catch the reader’s attention is the flat-line (zero)
response of A8, This is the characteristle behavior of this vertical channel aiding state
during INS alignment. This response occurs because AS, is a function of altitude rate
(which Is nominally zero during alignment ). ('The behavior of AS is far more interesting

in the flight runs.)

In Appendix C.2, the reader will ind the mean error and standard deviation time
histories for several LN-83 variables which result during a fighter flight simulation. Once
again, a 10-run Monte Carlo serles is run for the flight simulation. Initlal conditions for
the flight runs are those final conditions which resulted from the nlignment runs described

above,

The reader may note that the horizontal and platform tiit error states (still) do not
look zero-mean. This Is again due to the lack of horlzontal position information. [For this
series of runs, baro-altitude measurements are used to bound vertical channel errors. No

other measurements are available to improve the Kalman filter state estimates.]
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In addition to the large magnitude mean errors, the flter-compruted error standaed
deviations for many states (vertical channel excepted) are roughly twice as large as the same
quantlties in the Litton document. Note that this statement does not imply that the truth
model behavior Is aberrant; it means simply that the 93-state Kalman filter based on the
truth model Is not performing well as a state estimator, This Is not unexpected; without
adequate measurement information, and considering the previously noted observability
issues inherent to this problem, a Kalman filter cannot be expected to perform well under
such highly dynamic conditions as those simulated in the fighter flight profile. However,

performance can be improved as Indicated in subsequent simulations,

Although not contained in the appendix, the 93-state truth model covariances were
plotted and compared to Litton results [20]. The excellent agreement between those results
and Litton predictions constitutes additional validation that the truth model performs in
8 manner which iy consistent with expectod INS petformatice, The reader should note
that this performance Is only achieved by using feedback during the alignment - results

are much different without feedback.

As promised, the behavior of state 13, AY,, is quite interesting in the Aight runs,
The mean error, true standard deviation, aud filter-computed standard deviation all have
the appearance of switching on and off. This is in fact the case. Recall that AS, is a strong
function of altitude rate. It is “on” during intervals of altitude change, and “off" during
flight segments at constant altitude, The state values, and consequently the standard

deviation, become zero,

6.4 96-State Error Model Performance

After adding the additional baro-altitude states discussed in Chapter II1, the same
sequence of testing (alignments followed by flight runs) is applied. The goal in this case
is merely to assure that, by enhancing fidelity through the addition of states in the truth
model and Kalman filter, no performance degradation is induced In the vertical chan-
nel states. This step is viewed as a “quality control check” prior to making subsequent
additions of subsystem module (i.e. RRS and GPS). Comparing the alignment plots ob-
tained here to those in Appendix C.1 (93-state alignment), the reader is apt to conclude
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(Incorrectly) that the plots are identical, Closer inspection reveals the dilferences. Note
particularly the azimuth error state (Figures C.3 and D.3) and the scale differences on
the vertical velocity state (Figures C.4 and D.4), and the altitude states (Figures C.5 and
DI4)I

The slight differences in the vertical states are a direct reflection of the change in the
baro-model, while the azimuth error anomaly is simply due to a difference in the initial
condition for the state which had no effect on steady state operation during alignment
runs. The additional baro states have no apparent effect on horizontal position (latitude,

longitude) errors during the alignment runs.

However, the differences are slightly more obvious in plots from flight runs for the 96-
state model, In this case the filter-conputed standard deviations match Litton predictions
quite closely. This is primarily due to using slightly increased nolse magnitudes for the
Kalman filter (as opposed to the nolses strengths set forth in the Litton document which
are still used in the truth model). In this research, it ls determined that an ezperimentally
tured Kalman filter appears to achieve better altitude channel performance when & factor

of 1.2 to 1.5 Is applied to the nominal noise strength suggested by Litton.

An obvlous difference is apparent in the vertical channel states (compare Figure C.11
to D.11). The large changes in the true baro-altimeter orror, depicted in Figure D.11(b),

drive similar changes in the INS altitude error, shown in Figure D.11(a).

The baro-altimeter changes stem directly from the addition of the new alimeter error
states. The most significant source of the true error is the scale factor error state which is
included in the truth model but is not included in the filter, Early investigations revealed
that the addition of this state to the filter model resulted in severe numerical difficulties

in the filter covariance progation carried out hy MSOTE.

In many inotances, particularly during rapid altitude trausitions, either Integration
errors or negative variances (alblet extremely small magnitude) resulted, This distressing
result (negative variances are mathematical anomalies [22]) is directly traceable to the

vertical channel alding state, AS, which varies strongly with altitude and altitude rate,
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The result Is that AS, behaves quite erratically during rapid altitude change oc at high
altitude,

Three options are open to resolve the problem. First, greater numerical precision [i.e.
double precision variables) would likely reduce or elimninate the tendency to obtain negative
variances [25). Unfortunately, increasing numerical precision also results in significantly
increased computational burden [22]. Second, software may be written to detect negative
covariances and (cautiously) reset them to zero, This approach is also undesirable because
it introduces the possibility of masking other problems which may be present in the Kalman
filter [26]. Therefore, the third option is taken. The problematic scale factor state is

removed from the Kalman filter while leaving the truth model unchanged.

The result s plainly evident. Baro-altimeter error in the truth model depends on
scale factor error while the Kalman fillter omits this error source. Consequently, during
high altitude portions of the flight runs, large estimation errors occur in the baro-altimeter
channel, with attendant estimation error in the INS altitude channel. Fortunately, the
estimation error is not unacceptably “bad” and does not seriously degrade the overall
perfortance of the Kalman filter, as evidenced by the consistency of the horizontal position

and velocity states,

With & revised baro-altimeter model now integrated into the truth model (although
not in the Kalman filter), the next step is to add RRS transponder aiding. In preparation
for that step, the 96-state model is re-run, This time, however, different initial coordinates
are used for alignment and flight run initializations. Previously, initial latitude, longitude,
and altitude were set Lo 45° north, 0°, and 0 feet respectively. For this set of runs, the initial
conditions are those of Holloman AFB, (Latitude is north 32.78°, longitude is 106.89° West,
and altitude is 4100 feet.) This change is necessary due to the fact that the actual locations

of the RRS transponders used in subsequent confignrations are on or near Holloman AFB.

The differences between mean error time histories from this (refer to Appendix E)
and the previous case (Appendix D) are generally unremarkable. Performance is very con-
sistent with that achieved previously. Once again the filter-computed mean error standard

deviations are also consistent with Litton predictions [20]. Just ay in the previous case,
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Figure 6.1, 96-State Model, 2-Hour Flight: Latitude (—-), and Longitude (-::) Filter-
Computed o Plots

latitude and longitude mean errors are not “white”, due to lack of horizontal position

information.

In order to facilitate a direct comparison of the horizontal positions states between
this and subsequent configurations, Figure 6.1 is included. In Figure 6.1, latitude error
Is indicated by the solid trace and longitude error is depicted by the dashed trace. The
behavior exhibited in these plots is quite comparable to latitude and longitude error plots
in the Litton LN-93 documentation [20].

§.5 7%2-State Error-Model

Occasionally, a step forward must be preceded by a step (or two) backward. Initially,
the RRS transponder model (see Chapter IV) was sncerssfully added to the 08-state INS
model to form a 122-state truth model. Following that step, the GPS model (Chapter
V) was added to the INS/RRS model to form a 152 state truth model. A quick dis-
covery was made at that point. The accelerator board (referenced in Chapter I) cannot
handle a problem of this size. Recall that with 152 states, the U — D covariance matrix

has 152(183)/2 = 11,628 nonredundant terms which must be continuously calculated.
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Whether because of data storage needs or executable code size requirements for random
access memory (RAM), the accelerator board is unable to compile and link the software

to create executable code.

This problera is pecullar to the board. This point is verified by successfully compiling
and running under a different opecating system. However, In the interest of preserving
the speed advantage gained by using the accelerator board, a decision is made to reduce
the truth model and Kalman filter dimensions sufficiently to circumvent the hardware

v

limitations which are encountered.

References to previous work [11, 19, 31, 33] suggested that the INS states (originally
numbered 70 to 93 by Litton) are “expendable.” A series of Monte Carlo alignment runs
are made to verify that these states conld legitimately be eliminated without significantly

affecting the etror behavior of the truth model.

The plots contained in Appendix F ditectly compare the performance of the reduced
truth model with the full 96-state model, In all cases the reduced-order truth model
appears to have “captured the essence” of the full-order model behavior. Minor variations
are evident in the altitude and vertical velocity states. However, the difference is mainly
an artifact of the scale. Virtually all of the difference may be attributed to the simple fact
that these results come from 10-run simulations, If more runs are used in the Monte Carlo
simulations (possibly 26 to 50 [6, 22] runs), the differences may diminish significantly.
With just 10 runs, the agreement between the two candidate truth models is generally

excellent.

As an aside, the 96-state truth model covariances which are plotted in Appendix F
may be compared to Litton results [20). The excellent agreement between these results
and Litton predictions constitutes additional validation that the truth model is performing
in a manner which is consistent with exvected INS performance, The reader should note
that this performance is only achieved by using feedback during the alignment - results

are much different without feedback.

The obvious extrapolation (given the excellent agreement between the 96-state and

72-state models) is that the 72-state mode! is performing its INS emulation function with
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adequate fidelity., Therefore, the 72-state model is adopted to represent the INS error-stnie
subsystemn which is integrated into the overall NRS truth model. The additional states

(above the 69 Litton states which are retained) are the new baro-altimeter states.

6.6 98-State Error-Model

Combining the 26-state RRS model with the 72-state INS model produces the 98-
state model which is tested (- determine the baseline INS/RRS performance. Appendix
G contains the mean error, mean error £y, and 0 + oy time history plots similar
to those shown in previous configurations. In addition to the variables that are plotted
in previous configurations, results that are representative of RRS transponder error stuates

are also plotted in Appendix G.

The impact of providing RRS measurements to the Kalman filter is dramatic indeed.
An obvious improvement for the alignment simulations is evident in the horizontal position
channel estimates (refer to Figure G.9). Latitude and longitude mean errors are now much
closer to the zero-mean predicted by Kalman filter theory. In other cases, where the mean
error is not zero-mean (i.e., the azimuth error state, Figure G.3), the result is very likely to
be due to the fact that these data are obtained froin 10-run Monte Carlo simulations, For
improved statistical validity, 25 to 50 or more Monte Carlo runs are generally considered
necessary (5, 22). Careful comparison of the vertical scales for horizontal channel states
shows that the addition of RRS transponder measurents during alignment reduces the
true- and filter-computed one sigma values by more than 50 percent. Additionally, there

are no significant biases or ramps evident in the plots.

A far more substantial effect is evident in the flight runs., With RRS transponder
measurements, horizontal position errors are reduced from several thousand feet (in pre-
vious conftigurations) to less than 40 feet during all phases of the flight. The significant
variations in the true and filter one sigma values are due to two sources. First, significant
transitions occur in the altitude, velocity, and till states during periods of high dynamic
manuevering, Second, the aircraft range from the transponders has an obvious effect in
horizontal position errors. Flight regimes in which the aircraft is at low altitude or is a long

distance from the transponders result in increasing positional uncertainty. When the air-
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craft is high overhead with respect to the transponder pesitions, much hetter estimations

are possible,

Because problems persist in the vertical channel, and with the publication of & paper
by Litton engineers on the topic [2], the scale factor state is (in this and subsequent
configurations) essentially eliminated from both the truth and filler models. Although
obviously an undesirable approach, the scale factor st...e was simply initialized to zero for
all runs. This change accounts for the improved appearance of the altitude error estimation
in the later configurations (note the improvernent in the altitude channels in Appendices
G.2, H.2, and 1.2 as compared to Appendices D.2 and E.2), This step ls taken in the
interest of continuing research with minimal interference from the newly installed and

possibly invalid [2) baro model.

In all cases, the filter appears to be reasonably well “tuned” in that the filter one
slgma values bound the mean error £0y.,, traces the majority of the time, without being
excessively conservative, [Conservative, as used here, denotes the condition in which the

magnitude of the filter computed mean error ¢ is larger than the true o tnagnitude,]

In order to facilitate a direct comparison of the horizontal positions states between
this, previous, and subsequent configurations, Figure 6.2 is included. In Figure 6.2, latit ude
arror is indicated by the solid trace and longitude error is depicted by the dashed trace.
Note the significantly reduced & magnitudes in this configuration compared to Figure 6.1,
Performance is improved by roughly three orders of magnitude when compared to the INS

performance when aided by baro-altitude only.

6.7 126-State INS/RRS/GPS (NRS) Model

In the final phase of integration, the GPS model is added to the 88-state INS/RRS
model, bringing the total number of NRS states tn (28, [This number was previously

determined to be below the threshold at which the accelerator board stops cooperating,.]

Two modes of testing arc performed for the GPS addition. First the alignment and
flight runs are performed with GPS measurements; no RRS measurements are Included.

Second, the alignment and flight series are re-run using both GPS and RRS measurements.
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Figure 6.2, 98-State Model, 2-Hour Flight: Latitude (~-), and Longitude (. ) Filter-
Computed ¢ Plots (Note: RRS Measurements Only)

6.7, 128-State NRS Model: GPS Measurements Only. Results from the 10-run
alignment simulation of NRS aided by GPS (and the usual velocity and baro) measurements
are shown in Appendix H.1, Performance Is slightly degraded compared to the B8-state
RRS-alded alignment (Appendix G.1). Even though the &, values are not substantially
different from the previous case, the filter is estimating its own errors less effectively. The
difficulty seems to be limited to the horizontal position states. Other states appear to
be equally well-tuned as in the previous case. The first reaction may be to adjust the
driving noises associated with the latitude and longitude states. This approach may work,
but extreme caution is warranted. Another postulation is that single precision numerical
operations are inadequate for a problem of this type. Such may well be the case. However,
double precision calculations require a significant increase in software execution time, This

point is addressed in more detail in Chapter VII.

Two factors must be considered. First, the nnine basic ervor states include error angle
states In the LN-D3 model. The correlation between error angle states and navigation
frame position errors does not facllitate the tuning process. (Recall the position error
transformation presented in Chapter IV to obtain [ §A, 8L, 6k ] from the error angle vector

(66,,68,,60. |.) The hazard is that “tuning” cne of the error angle states generally affects
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all of the position states - sometimes in an undesirable fashion, The extent of vhe hazard
goes beyond that, however. Because of the highly coupled natuze of the bn»ic ninw errot
states, adjusting the noise level on one state may cause adverse effects on several others,

Caution and patience are the only solutions to the tuning problem.

Three one-hour flight runs are performed for the 128-state NRS model (compared to
10 two-hour runs in previous cases), The execution time for a problem of this size Is a major
concern, As an example, the 10-run Monte Carlo simulation for the alignment runs takes
approximately 16 to 18 hours. Consider that the alignments (480 seconds each) are about
one-fifteenth as long as the flight runs. Additionally, flight trajectory data lhterpolation
increases flight simulation times significantly. As a result, a 10-run flight simulation series
is estimated to require a minimum of 225 hours (more than nine days) to complete on the
fastest processor generally available at AFIT, [There i{s hope for the future. This issue Is
addressed again in Chapter VIL]

The reduction in ﬂighf time Is really not a serious drawback. In earlier cases, the
two-hour flight profile is used simply to facilitate direct comparisons of the configuration
under test and the Litton reference [20]., Such comparisons may just as easily be made for
one-hour flight titnes, The validity of this point Is evident if the reader chserves the error
behavior exhibited in the RRS aided INS case (Figure G.9), The maximum estitnation
ertors occur at approximately 2600 seconds (during rapid, high-g manuevering far from

the transponder sites), and have returned to lower magnitudes by the end of the first hour
of flight.

However, the reduction to three runs in the Monte Carlo series is cause for concern
(22]. In cases such as this, confidence in the validity of the ctatistical data is reduced, (In
fact, 10-run series for problems of this type are considered to he marginally adequate in a
statistical sense (22],) Therefore, quantitative comparisons of performance based on three
runs should probably be avolded. On the other hand, cautious qualitative comparisons are

probably still reasonable,

With that qualification, a comparison between this and the previous configuration

(pre-GPS8) is presented. The 3-run flight results in which GPS (but no RRS) measurernents
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aro used to ald the INS are shown in Appendix .2,

e goneral characteriatic which seems to be evident in virtually all error states (at
least those whose time historles are plotted) is that the filter-computed o magnitudes ap-
pear to be consistently lower for the GPS-alded INS, compared to the RRS-aided INS.
However, the true ¢ values are somewhat larger than previously and the mean error time
histories are not satisfactorily bounded hy the filter-computed o magnitudes, This result
is attributed to two factors. First, data plots are based on 3-run Monte Carlo flight sim-
ulations. Second, numerical problems which sometimes result from using single precision
versus double precision are quite possibly at fault, (This issue is also addressed further in
Chapter V1I.)

In order to facilitate a direct comparison of the horizontal positions states between
this, previous, atd subsequent configurations, Figure 6.3 1s included, In Figure 6.3, latitude
error is Indicated by the solid trace and longitude error Iv deplcted by the dashed trace,
Note the significantly reduced ¢ magnitudes in this configuration compared to Figure 6.2,
In some flight regimes (notably those far froni the tranponder sites, or those with depressed
elevation angles between the user and transponders) performance appears to have improved

by about one order of magnitude when compared tu the INS performance achleved with
RRS alding alone,

6.8 128-State INS/RRS/GPS (NRS) Model

6.8.1 128-State NRS Model: GPS and RRS Measurements For this configuration,
both RRS and GPS measurements are used. For the alignment simulations, 10 Monte Carlo
runs are performed. However, only a single Monte Carlo run is performed for the flight
simulation, (Therefore, extreme caution must be exercived in any analytical conclusions

drawn from the flight results.)

lighment results look quite similar to results obtained with either GPS or RRS
alone. The general trend is a very slight reduction in the filter estimates of the overall

error magnitudes during the alignument phase; no remarkable behavior Is observed.

On the other hand, flight results are not quite as optimistic. Although it is clear that
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Flgure 6,3, 128-State Model, 2-Hour Flight: Latitude (—-), and Longitude (.- :) Filter-
Computed & Plots (Note: GPS Measurements Only)

the filter “thinks” that it Is doing a better job of estimating the variables of interest, it Is
In fact not doing as well as it thinks. The filter, aided by both RRS and GPS, “thinks”
that the estimation errors are smaller than they are. Its estimates of error varlances are
consistent with ezpeclations, but are inappropriate for the situation. For all error states,
the mean error time history trace should be bounded (88 percent of the time) by the filter-
computed ¢, This is not the case for some states, notably those of horizontal position

errors.

The apparent difficulty in this case i3 attributed to two factors. First, one must
return to the issue of using single-precision versus double-precision for a problem of this
nature. Such a cholce may easily account for some of the unexpected filter behavior.
Additionally, the fact that a single flight run is presented ix cause for carefully considering
the data which are thus obtained. Many of the “temiporary divergences” which occur at
various high dynamic points of the fligh. regime are statistically “sinoothed” when a larger

number of runs are used,

In order to facilitate a direct comparison of the Kalman flter horizontal positions

states between this, previous, and subsequent configurations, Figure 6.4 is included. In
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Figure 6.4, 128-State Model, 2-Hour Flight: Latitude (—-), and Longitude (.« ) Filter-
Computed ¢ Plots (Note: RRS and GPS Measurements)

Figure 6.4, latitude error is indicated by the solid trace and longitude error la depicted by
the dashed trace, The o magnitudes in this configuration are slightly reduced compared to
Figures 6.2 and 6.3. The slight ramping effect is exacerbated by the plot scale. Although
such behavior i¥ not consisient with theory [17), it may be explained by the small magnitude
preudo-noises which are used in the fllter model for the GPS pouition states. The nolse
strength may be somewhat higher than necessary to preclude the filter covariances from

decreasing to sero. Experimentation with these “tuning” parameters is warranted.

After reviewing the configurations Involving GPS measurements, two conclusions are
drawn. First, GPS aiding alone appears to offer a noticeable improvement over simple
tranponder-aided INS. In several flight regimes, the GPS-aided solution is significantly
better than that of the RRS-alded INS, This fact is a direct result of two features which
are inliesent to this simulation (and whick may not necessarily be true in general). ('The
flight path extends far beyond the optimal coveruge areas for the fixed transponders, and
only six transponders are used; many actual Aights use twenty or more transponders.)
Second, the true Kalman Rlter estimation errors are nut adequately bounded by the filter-

computed o (as they are in previous cases) for the simulations in which GPS measurements

are used.
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Tho apparent problem with the true estimation crrors may he attribited o nu-
merical pracision problems resulting from single-precision computations, The desire to
avold double-precision simulations is previously discussed. However, it is possible that
this reticence resulted in less than spectacular filter :.erformance, As in most engineering
situstions, the “trade-offs” must be carefully zonsidered and the potential for problems

understood.

Another importan' conclusion which i tentatively drawn is that the configuration in
which GPS snd RRS measurements are used together offers the best overall performance.
Although the true error behavior does not appear to be conslstent with filter predictions,
simple filter tuning o1« wcresse In numerical precision may be rufficlert to reduce or

eliminate the disparity.

6,9 Sutmmary

This chapter presents the results from a large number of configuration-dependent
Motite Carlo simulations, Each configuration is tested in both an alignment and flight
simulation, General results from each case are discussed, with reference to particular plots
(contalned in appendices and distributed in the text) for emphasis of Important points,
The reader is cautioned of the potential for vbservabllity und numerical problems which

may stem from sitnulations of the type conducted here,
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VII. Conclusions and Recommendations

This effort Is concluded with some thoughts on Its objectives, the degree of success
achleved, and the potential to spawn future research, The major goals of this research
are closely tied to the ultimate objective of providing the Central Inertial Guldance Test
Facllity, Holloman AFB, NM, with a superior navigation reference system that can be used
an the standard to which all other navigation systems are compared. This Is a non-trivial
objective which demands the “optimal” integration of several highly complex systems and
which encompasses a large body of knowledge from several engineering disciplines, The
varlety of dlsciplines and technologies needed to construct such a reference system success-

fully Is st once exhilarating snd staggering,

7.1 Baro-Altimeter Model

In the attempt to further the broader goal stated above, the goal of improving the
baro-altimeter portion of the LN-93 error model is undertaken, Though Innocuous at &
glance, thls portion of the project turts out to be far more troublesome than anticipated,
confounds a greut deal of effort and consumes an inordinate amount of time which would

have been better devoted to other pursuita.

It appears that this research validaies u result that Litton has recently published
In n paper presented at the Natlonal Technical Meeting of the Institute of Navigation,
January 1891 [2]. In essence, the paper states that the vertical channel model included in

the original LN-83 document was not fully evolved, and a revised model is presented.

In additlon to pointing vut how the new model differs from the previous Litton
model, the paper also describes a scale factor model that ls totally Incompatible with the
scale factor atate developed in the revised baro mudel presented in Chapter 11, Because
the vertical channe] issue had already been “put to rest” in this research when this fact
came to light, the model wan not redesigned. Rautlier, the scale factor state was simply
initlalized to sero for all runs. This change accounts fur the improved appearance of the
altitude error estimation in the later configurations (note the improvement in the altitude

channels in Appendices G.2, H.2, and 1.2 as compared to Appendices D.2 and E.2). After
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“goroing” the scale factor state, the truth and filter maodels are ngain [effectively] defined
identically; nelther includes the scale factor error model. The choice to set the scale factor
contribution to gero is not correct; it is merely expedient to preclude interference with the
other major objectives of this work, It is {ully recognized that a more appropriate model

is required.

Consequently, revision of the baro model is both a success and a failure in terms of
theain objectiven. The baro model was indeed revised and was implemented in the truth
model and, to a lesser extent, in the filier model. Ity operational characteristics including
the tendency toward numerical problems in the Kalman fillter were identified. However,
new facts have now surfaced which indicate that the proposed model was not entirely
appropriate {2]; the result is that the new model is revised to contain three states rather

than four.

The solution to the difficulties with the vertical channel states is (hopefully) quite
simple, Future researchers in this aren must be provided access to a current error model

for the LN-93, including the newly revised vertical channel mechanization,

7.2 GPS Model

Another goal established at the outset was to devise software to calculate SV orbital
positions for the interval of the simulated alrcraft flight run. This goal is completed. In
fact, software of & general nature is fully developed and tested to solve the SV orbital
mechanics problem for arbitrary intervals of time, anu to find and select the best set of
$Vs for performing GPS measurements in a moving vehicle (user). These achievements

reprosent significant extenslons of previous research,

7.3  Truth Model

The major goul of amsembling and testing a high-fidelity NRS truth model which is
embedded in MSOFE is also completed. The complete error model s thoroughly docu-
mented and is fully operational in software. Thix provides an environment within which

future Kalinan filter designs may be evaluated. This achievement is another major step
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beyutid previour research and is particularly important because it provides an environ-
ment in which reduced-order Kalman filter designs may be tested prior to operational use
at CIGTF,

Ay a first step in the future, AFIT research should focus on achieving a signifi-
cant reduction in the number of states in the Kalman filter used to estimate NRS errors.
This step is not only important for potential operational considerations, but will alse aid
tremendously by “creating spuce” for other enhancements to the NRS model, (One such
enhancement is differential GPS.) Additionally, state reduction in the Kalman filter is
expected to have the advantage of reducing the observability problems which have been
noted to exlst in the full-order Kalman filter, Observability analyses (see Section 7.5) will

asaist in state reduction efforts.

Inherent to the state reduction process is the need to establish the adequacy of the
reduced INS truth model, (Recall that the INS truth model Is reduced from 96 to 72 states
In this research.) Although 4 10-run Monte Carlo series is performed to show that the 72
state model fidelity is ndequate, further analysis may be warranted. It is recommended that
future researchers run the 72 state Kalman filter against the 96 state INS truth model and
examine the reslduals for appropriate statistical propetties [26) to establish conclusively if

the chosen state reduction ls adequate,

7.4 Monte Carlo Analyses

To the maximum extent possible, the requirement to determine performance char-
acteristics (via Monte Carlo analyses ) for each of the previously defined subsystem and
system level combinations has been satisfied. A series of 10-run Monte Carlo series is per-
formed for ten of twelve configurations, In the other two cases (the largest dimensions in
the truth model and Kalman filter), a three-run scries is performed for qualitative analysis,
It seems fair to say that the goal is lurgely satisiied, although it cannot be claimed that
the two series which contained only three runs are conclusive proof that NRS functions as

well as desired.
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7.5  Opportuniiies for Future Research

Some toples which are, necessarily, given cursory treatment in this research might

easily form the basis for extensive research In the future, One such area is that of error
budgeting [22] and optimal tuning of the NRS Kalman filter. As noted previously, tuning

a filter of the size represented here is a formidable task, However, it is one which should be

undertaken. The major requirement is access to significantly more computational power

than that which is generally available to AFIT students, Options include the new Sun

Sparc-Stations (operating at 28 MIPS) which are expected to be “on-line” In the near

future. In addition, every effort should be made to use double-precision variables and to

L '- perform all calculations in double-precision as well. Many of the numerical problems which

are ovident in this research may be eliminated by using double-precision variables.

Another suggestion that goes hand-in-hand with error-budgeting 1s that of Kalman
filter state reduction. As noted in Section 6.5, a highly desirable performance charactori-
tcation test is to run any proposed reduced-order Kalman filter against the full order truth
model and observe the statistical properties of the residuals [26), Investigations should
focus on determining the degree to which the residuals satisfy the properties of zero-mean,

white, Guassian statistics in urder to determine the adequacy of the reduced-order model
(28],

After simulation efforts complete the initial design and tuning of a Kalman filter,
another form of testing I typically upplied to ensure that the filter will perform well in
the job for which it was designed. Consequently, the Kalman filter should be supplied
actual data which has been collected from operational ARS or NRS hardware, The only
data of this type which has been collected to date was obtained from CIRIS using the
LN-15 or LN-39 INS. Although the system errors in the two INS models are believed to
be roughly equivalent, the sffect of “driving” the LN-03 INS with data which Is collected
from the LN~39 INS has not been verified prior to this thesis, It is assumed that the effect

is negligible [17). This assumption can be verified or refuted in future research.

Another area which seems intriguing, highly valuable, and under developed is that

of Kalman filter state reduction techniques. ln many cases, a fllter construction based
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on a truth model has potentinl observabllity problems. Cenerally, such problems can
be identified via observability analyses [22]. In fact, such analysis is attempted in thiy
research but the only tool suitable for the task (MATRIXy) is not capable of calculating
the observability Gramian matrix of the dimensious necessary for this thesis. It can be
an extremely valuable project to develop robust software which is specifically designed to
produce a high-accuracy (i.e. double-precision) observability Gramian for high dimensional
systems such as the NRS. This would provide an extremely valuable, time-saving and cost-
saving tool to future Kalman filter designers who are faced with design considorations

which necessitate system dimension reductlon,
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Appendix A. NRS Error Model State Definitions

The complete NRS error model is composed of 96 LN-93 INS error states (including
the baro-altimeter states), 26 RRS transponder states, and 30 GPS error states, for a total
of 152 states in the {ruth model. Naturally, there are 152 states in the jull-order filter
model as well. The non-zero elements of the F and Q matrices of the LN--93 error model

are presented in Appendix B.

The reader shonld note that several errors exist in the Litton refererce [20]. Many
such errors ure identifled in [13]. Others are noted in [19].

A.1 INS and Baro-altsmeter Error Stales

Tables A.1 through A.4 describe the LN-93 error model (93 states) as defined in
the Litton LN-93 CDRL (20], Note that three additional barometric altitude states which
were not explicitly included in the Litton model are added for a total of 96 states, A
detailed discussion on the need for and development of the additional baro-altimeter states
Is included in Chapter 3. These additional baro-altimeter states are Inserted in the error
state vector sequence at numbers 24, 25, and 26. Additionally, the original state 23 §h,. is
now labeled §hy. Consequently, INS error states which were originally numbered 24 — 93

are now renumbered as 27 — 96.

A.2 RRS Transponder Error States

Table A.5 defines the RRS transponder error states as they are modeled in the NRS.
These states are defined in and extracted from [31]. A total of 26 states are included to

mode] the error characteristics of six ground transponders plus interrogator error sources,

A.8 GPS Error States

Table A.6 defines the GPS error states as they are modeled In the NRS, These
states are defined in and extracted from [11]. The definitions are believed to be ultimately
traceable to the paper by D.B. Cox [6]. A total of 30 states are included to model the error

characteristics of 4 space vehicles plus user equipment error sources.
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Table A.1, NRS System Model; INS States 1 — 22

State State | Definition
Number | Symbol : .
1 60, | X-component of vector angle from true to computer frame
2 86, Y.component of vector angle from true to computer frame
3 §6, Z-component of vector angle from true to computer frame
4 O X-component of vector angle {from true to platform frame
b Py Y-component of vector angle from true to platform frame
6 ?s Z-component of vector angle from true to platiorm frame
7 iV, X-component of error In computed veloclty
8 5V, Y-component of error in computed velocity
9 5V, Z-component of errar in computed velocity
10 dh Error in vehicle altitude above reference ellipsoid
11 Shy, Error in lagged inertlal altitude
12 88y | Error in vertical channel aiding state
138 05, Error in vertical channel aiding state
14 ba, X-component of gyro correlated drift rate
15 by. | Y-component of gyro correlated drift rate
16 b,, Z-component of gyro correlated drift rate
17 Ve X-component of accelerometer and
velocity quantizer correlated noise
18 Ve Y-component of accelerometer and
velocity quantizer correlated noise
19 Vs, Z-component of accelerometer and
velocity quantizer correlated noise
20 6g. f-component of gravity vector errors
21 8g, Y-component of gravity vector errors
22 §g. Z_-(compcment of gravity vector errors
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Table A.2. NRS Systern Model: INS Sintes 23 ~ 50

Definition

e,

14,

- ———
Total baro-altimeter correlated error
- 24| "k, " | Bato:altimeter correlated nowse érror
28 dhy | Barcialtimeter bias error

_Baro:altimeter scale. factor error

X-component of gyro trend

28 Y-component of gyro trend

29 b, | Z-component of gyro trend .

30 "V, | X-comppnent of accelerometer trend

-31 V., | Y-component of accelerometer trend

32 V,t Z-component of accelerometer trend

33 -6, | X-component of gyto drift rate repeatabllity
34 by, Y-cotnponent of gyro drift rate repeatability
36 b, Z-component of gyro drift rate repeatability
36 Soe X-component of gyro scale factor error

37 Sy, | Y-component of gyro scale factor error

38 S,, Z-component of gyro scale factor error

39 X1 X gyro misalignment about Y-axis

40 x2 | Y gyro misalignment about X-axis

41 X Z gyro misalignment about X-axis

42 vy X gyro misalignment about Z-axis

43 vy Y gyro misalignment about Z-axis

44 vy Z gyro misaligniriens about Y-axis

45 Dyys | X gyro scale factor non-linearity

46 Dy | Y gyro scale factor non-linearity

47 D;.. | Z gyro scale factor non-linearity

48 Sgn, | X gyro scale factor asymmetry error

49 Sgb, | Y gyro scale factor asymmaetry error

b0 Z gyro scale factor asymmetry error
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Table A.3. NRS System Model: INS States 51 — 72

e e e e e e ]

State State | Definition
Number | Symbol . ]
T Bl b, | X-component of accelerometer bias repeatabiilty
52 Vi, Y-component of accelerometer bias repeatability
b3 Vi, Z-component of accelercmeter bias repeatability
54 S, X-_qomponem; of accelerometer and velocity
: quantizer scale fastor error
b5 5., | Y-component of accelerometer and velocity
'| quantizer scale factor error '
b6 84, | Z-component of accelerometer and velocity
quantizer scale factor error
b7 §Q,|, “X-component of accelerometer and veloC: by
quantizer scale factor asymmetry
Y] Sqg4, | Y-component of accelerometer and veloclty
' ) quaiitizer #cale factor asymmetry
50 84, | Z-component of accelerometer and velocity
: quantizer scale factor asymmetry
60 Jex Coefficient of error proportional to square
of measured acceleration
61 i Coefficient of error proportional to square
of measured acceleration
62 Jes Cosfficient of error proportional to square
of measured acceleration
63 Sy Coeflicient of error proportional to products of acceleration
along and orthogonal to accelerometer sensitive axis
64 Frs Coefliclent of error proportional to products of acceleration
slong and orthogonal to accelerometer sensitive axis
66 fux Coefficient of error proportional to products of acceleration
along and orthogonal to accelerometer sensitive axis
66 Jus Coefficient of error proportional to products of acceleration
along and orthogonal to accelerometer sensitive axis
67 fix Coeflicient of error proportional to products of acceleration
along and orthogonal to accelerometer sensitive axls
68 M Coefficient of error proportional to products of acceleration
along and orthogonal to accelerometer sensitive axis
69 Uy X accelerometer misalignment about g-nxiu
70 Ha Y accelerometer misalignent about Z-axis
71 Mo Z accelerometer misalignment about Y-axis
72 oy | Z-accelerometer misalignment sbout X-axis
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Table A.4, NRS System Model: INS States 73 -+ 96

State State | Definition
‘Number | Symbol

7 'we | X-component of accelerometer bias
thermal transient

[ ?7",, Y-component of accelerometer bias
thermal transient

75 V;,, Z-component of accelerometer bias
thermal transient

70 be, X-component of initial gyro drift rate

_ bias thermal transient

77 by, | Y-component of initial gyro drift rate
bias thermal transient |

78 bs, Z-component of initial gyro drift rate
blas thermal transient o

79 Fuy: | X gyro compliance term

80 F..., | X gyro compliance term

81 Feyr | X gyro compliance term

82 Fuy | X gyro compliance term

83 J X gyto compliance term

84 Fi.x | X gyro compliance term

85 E,,, Y gyro compliance term

86 Fu Y gyro compliance term

87 Fysy | Y gyro compliance term

88 Fyr: | Y gyro compliance term

89 EMN‘ Y gyro compliance term

90 Fyry | Y gyro compliance term

o1 I_F'EW Z gyro compliance term

92 F,.. |7 gyro compliance term

'k) Fore Z gyro compliance term

4 Foyy Z gyro compliaiice term

) F,,, | Z gyro compliance term

08 F,y: | 7 gyro compliance ferm 1
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Table A.5. NRS System Model: RRS Error States

State “State | Definition
Number | Symbol | [NOTE: §;ny:= Total INS Sum| 4
ins+1 | 0By | Range error due to equipmient bias

INS+ 2 dv, | Velocity error due to equipment bias
Sins+8 | 8Pry,_ | Transponder 1 x-component of position error
Sins+4 | §Ppy, 'Tumponder 1 y-component of position error

Sins+8 | 8Py, 'I‘unlpondnr 1 s-component of position error
SiNs+8 | SRy,  Transponder 1 range error due to atm propagation
Sins+ T | 6Py Transponder 2 x-component of position error

Sins 4 8 3!":‘:,, _Trmlponder 2 y-cotnpotient of position error
Sins+9 | $Ppy | Transponder 2 s-component of position ertor

Sins + 10 | #Ryy, | Transponder 2 range erfor due to atm propagatlon
S/ns + 11 P, Tunlponder 3 x-component of position error
Sins + 12 | 6Py, | Transponder 3 y-component of position error
Sinvs +13 | §Ppy, | Transponder 3 s-component of position error
Sins +14 | 6Rpy, ’Ilnmponder 3 range error due to atm promatlon
Siys+ 16| §Pp | Transponder 4 x-component of position error
Sins +16 | 8Py, | Tranaponder 4 y-component of position errot
Sins + 17| 6Ppy,” | Transponder 4 s-component of position error
Sins + 18| &Ry, | Transponder 4 range error due to atm propagation
-TS'IN.-; +19 ﬂ-‘m, Tumponder B x- component of position error
S)ns + 20 | 8P, | Transponder § y-component of position error
Sing +21 | 8Py, | '-'-I-‘unlponder 5 s-component of position error
Sins + 22 thu Tx'mlponder 5 range error due to atm propagation
Sins + 23| 0P 0y Tunlggnder 6 x-component of position error

Siny + 34 | 8Ppy, | Transponder 6 y-component of position error
[Sins + 36 | 8Ppg, | Tranaponder 8 z-companent of position error
Sins + 268 6R-p'u,,_:_;f‘rmlponder 6 range error due to atm propagation
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i Table A.8. NRS System Model: GPS Error States

State State [ Definition
____Number Symbol ]NO_’{‘_E: Snns = Total RRS States

| Sins + Surs +1 | ORe, | User clock bias
! Sing + Suns + 2 | 8Detk, | User clock drift
i SINS+ OrRrS + 3 | OReoup, | 9V 1 code loop error
INS + Shns + 4 | ORipop | SV 1 tropospheric error
SINS + Sins + 8 Rion, SV 1 lonospheric error
INS + Shis + 6 | SRk, §V 1 clock error
Sins + Sans + 1 | 804, SV 1 x-component of position error
Sins + Sures+8 | 8ysw, | 8V 1 y-component of position error
? . Sins+ Suns +9 | 65,0, | SV 1 sycomponent of position error
i Sins + Suns + 10 | 6Rutuey, | SV 2 code loop error
' Sins + Suns + 11 | §Ryyyy, | SV 2 tropospheric error
Sins + Snis + 12 | 0Rin; | SV 2 lonospheric error
Sins + Onns + 13 | 8Ruik,,, | SV 2 clock error
Sins + Spus + 14 | Sey, | 8V 2 x-component of position error
 Sinvs + Spis + 18 | 8y, | SV 2 y-component of position error
Sins + Suns +16 | 824, SV 2 g-component of position error
Sins + Suns + 17 [ §Rijouy, | SV 3 code loop error
Sins + Sins + 18 | 8Ryrup, | SV 3 tropospheric error
:ﬁ/\rs + Spus + 19 | 8Riony | SV 3§ lonospheric error
Sins + Snns + 20 | SR, | SV 3 clock error
| Sins + Spis + 21| bm,, | SV 3 x-component of posltion error
:  Sins + Sprs + 32| Oywy, | SV 3 y-component of position error
Sins + Sins + 23| 84, | SV 3 s-component of position error
Sins + Snies + 24 | §Rutuup, | SV 4 code loop error
| Sins + Sing + 25 | §Riyup, | SV 4 tropospheric error
' | SiNs + Snns +28 | 8RRy, | SV 4 lonospheric error
Sins + Spns + 27 | §R.yk,,, | SV 4 clock error
Sins + Snis + 38| dry, | SV 4 x-component of position error
Sins+ Snns + 29| by., | SV 4y-component of position error

Sing + Spny +30 | 8z, | SV 4 z-component of posltion error
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Appendix B, Lition LN-98 Error-State Model Dynamics Mairiz

The LN-93 error-state dynamics matrix (F) as provided by Litton is a 93-by-93
array that contains a large number of elements that are identically sero. Litton partitions
the F matrix into thirty-six subarrays [20] reflecting the logical divisions of error sources
discussed in Chapter III.

The reader should note that only the NON-ZERO elements are included in the tables
which follow, and should further note that the revised baro-altimeter model states are NOT
included In this set of ORIGINAL F' matrix elements extracted from the Litton document
[20].

A notational convention [13] is to label elements of the C} , sensor-to-true, matrix

ay C;; where { ls the row and j is the column in the transformation matrix.
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Table B.1, Elements of the Dynamics Submatrix Fy (20, 13|

Element Term Elernent Term
(1,3 ] (1,8 =Cry
{ 203) Pa (2’7) Cux
3,1 Py (3,3) =pe
4,2 -1, (4,3 a,

‘ 4,8 Wit (4,8) —wit,
4,8 -COny (591) a,
5,3 -1, (5,4) -Wit,
(5,8) Wi, (8,7) Cuy
(6,1) —4%y (6,2) a,

, (6,4) Wity (6,5) — Wil
(7,1) -2V, 01, - 2,0, (7,2) V.0,
(7,3) V.0, (7,5) -4,
(7,6) 4, (7,7) -ViCnx
(7.8) 20, (7,9) —-py — M1

8,1) V0, (8,2) -2V.0,. - 2V, 0,
8,3) w,{, (8,4) A,
8,6) -A_,L (8,7) =20,
8,8) ~V:Ciy- (8,9) pe + 281,
9,1) V.0, (9,2) V.0,
(9,3) -2V, Q, — 2V, 41, (9,4) -4,
(915) A, (997) Py + 2nJL+ ViOny
(9,8) | —p.—20, +ViCry || (8,10) 2g,/a
(9,11) —ky (9,12) -1
(9,13) ky (10,9) 1
(10,11 -k, (10,13) by -1
(11,10 1 (11,11) -1
(12.11 ky (12,13) -~ ky
(13,10) ke (13,11) —ky
EXE) N I TS
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Table B.2. Elements of the Dynamlcs Submatrix Fyy [20, 13]

Element rm _E ement | Term Element | Term
414 i ] 418) | Ciz | (3,10) | Cus
(4,34) | Ont || (4,38) | Cist || (4,28) | Ciat
(5,14) | Cy (,18) | Cys || (5,16) =)
(8,28) | Gt || (5,26) | Cagt || (5,20) | Cant
(6,14) Cyi (6,16) | Cw (6,18) | Cuy
8,34) | Ot 8,28) | Cut | (6,26) | Cayt
(7,17) | €y T,18) Ciy 7,19) 13
7,30 1 7,27) | Cut |_(T,38) | Cat
7,39) | Ciot 8,17) | Oy §18) | On
8,19) | Cu 8,21) | 1 (8,37) | Cait
8,28) | Oyt (8,29) | Cyut (9,17 ™
9,18) | Cw (9,19) | Cwy || (9,32) | 1
9,23 ks (9,27) | Cyt (9,28) | Cuat
9,29) C';mt (10,23) by (12,23) | —hy
513.2Lh 600 | | —

Table B.3. Elements of the Dynamics Submatrix Fy [20, 13

Element Term__ Element | ___Term Element | Term
4,30 n_ | (@3 [ Cpn 432) | Cuw |
4,33) Ciwib, (4,34) Ciawin, || (4,35) Crawib,
(4,36) Cwib, (48T) | ~Clawy, || (4,38) Cuwin,
(4,39) ~C)1wih, (4 4® C| JWib, (ﬁ‘l) ~C'13wy,
(4,42) C“w}‘,,‘ (4,43) C"uw,,,u (4,44) C’mwﬁ,‘
4,48) 10.6C) [win,| | (4,46) | 0.8C pJwin, | [ (4,47) | 0.8Cialwis, [
(5,30 21 —(5,31) Cyp (5,32) Cya
(6,38 Cowir, || (8,38) | Cuawin, | (5,38) uw... 1
r5,33) C’“w.g,, 5.37) -guaw,b, (5,38) ﬁ |
5,39) '-Cg 1 Wiy 5.40) Cuawin, (5,41) —C) l“’ib,
(5,42) C“w,,,l (5,43) wa?‘,u (5.44) C‘mwﬁi
B,48) | 0.6Cu[wis,] || (5:46) | 0.5Culwie | || (BAT) | 0-6Cun|win]
(0,30l 4 (ﬂ.ﬁ) Chig . (0,32) Cy
(6,33) Conwib, (8,34) Ciawit, (6,38) Ciyywip,
(6,36 Cawit, (6,37) | -Ciwin, [ (6,38) [ Ciwin,
(6,39) =Clawib, (6,40) Cywin, (6,41) = Cpywip,
(643) | Cawl, | (6,43) | Cuwil | (6,44) | Cual,
§6,45! 0.50.-"!%5 (_0_,&)__ 0.5C:u|%| (6,47 0.8Cyy |wan, |__
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Table B.4. Elements of the Dynamics Submatrix 'y, [20, 13)

Element | Term | Element | Term | Element | Term
1,48 Cu 149) Cuy (7,80) Cia
(1,61) | CnA? (1,62) | CpAP (1,88) | CigAl
(154) | Oy |Af,-*l| (7,55) leAfj (7,56) C“’MP,; |
1,67) | ChAf 7,58) | Cuudb 7,59) | Ciyal
(7v°° éliz h 7vﬁ)Y Cll‘ft,h 7162) 612‘4 A
7,68) | CradZ A7 || (7,64 AZ AT 7 (7,68) 6.“.‘4""7""
(7,66 é‘ﬁ"f_u_* TR T O (i) T Coad? ]
(7,60 Cnd; (8,48) Cy (8,49) Cyy
% (8,80) a;.g (8,81) Cnd, (8,82) _ 5»;-,.4%_”
! (8,83) | Cudl || (8b4) | CurlAJ] || (888) | CusAf
(8,50) C“'Aml (8.57) CmA:.ﬂ (8,88) 0'32445“
(8,89) Gm\AH (8,80) | Cu A({? AJ'}; (8, 01) Cyy Aﬂ:;%;_

(8,62) C'uz]’z],l (8,63) | Cndl A4, CindAlA;
g : ~Cndy

e
U

(8,88) | Caady AS (8,88) Cnd
(8,68) CnA; (8,69) CayAl (9, 48) Cu
(9,49) Cha (9,50) Cay (8,81) | Cw A7
(982) | Cudl || (983) | CwdAl | (8,64) | Cwi]AZ]

(088) | CualAf| | (9,86) | CulAf’| || (9.87) | Cndl”
(9,88) | CwdP® || (9,80) | Cua?” || (0,60) [ Gy AlAY
(.61 C;..AE"TA (5,83 [ ATAT || (9,83) | OmAT AT
(9,64) | CwdlA (9,65) | Cndl'A (9,66) Ca 4y

2
" (0,67) | —Cud? | (5,08) | CwAP || (3.89) | CmAl ]

Table B.5. Elements of the Dynamics Submatrix Fy5 (20, 13

e — s g.m e ammmars

[Element | Term || Element | Term Element | Term_ ||
473) | Cu | (4,74) | Ciz || (478) | Oy |
(5,73) Cyy (5,74) Clay (5,75) Cn
'6v73) C_'.'H (5,74) Cis (6,75) Cha
7,70) | Ci (7,71) Cu (7,72) Chy
{8.70) [ (8,71) Cuy (8, 72) Cyy

(970 [ Cu [ 071 T Cp | (972) [ O |

el
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Table B.6, Elements of the Dynamics Submatrix F;g {20, 13)

ement rm ement Term ement Term |
4,78 CiyAg wi, 4,77 1Ay wip 4,78 Cua wi,
&79) | Cudfon | (8,80) | Cudbo, | (481) [Cudlus,
(4,82) | Ciadfwn, [ (4,83) | Cuadjwin, | (4,84) dnAPw.-b
(4,86) | CiyAPwa, | (4,86) | Ciadlw, | (4,87) | CradPwa,
(4,88) [ CiyAlwip, | (4,89) | Ciadwin, | (4,90) | CiyAlwin,
4,21 ‘Clady wib, 4,02 C']:;Al»!w.'bl 4,93) Cind; wib,
5,76 y AP Wiy, || (5,77 aniAhwib' 5,78) | CnAYw,
(8,79) [ CurAlwn, [|_(5,80) [ CaAlwip, [ (5,81) 52121;_7!6“" by
(5,82) 6‘121”%@1 (5,83 wAfwip, | (8,84) | CyAlwi,
(8,88) | Cad win, [[- (6,88) | CoudPwin, || (5,87) | CaaAlwis,
(6,88) T Condwine | (5,80) T CraAlwiv, | (5,80) | Cardliwit,
(6,91) | Condlwip, | (5,92) | Cagdwin, 5,03) | CpAjwin,
(8,78) | CaiAlwin, 8,77) | Cudlwa, 6,78) | Cadjwiy,
(6,79) | CyyAZwin, || (8,80) [ CyiATwin, 8,81) | CunAfwip,
(6,82) | Cyadlwin, | (6,83) | CpAjwin, 6,84 Ay Wity !
(8,05) Cyud wib, (6,86) . %{.’wm, ﬁf? C:mA'.’Wib,L
(8,88) c:i:lAwailh (6,89) | ConAZwip, 8,90) | Cydjwi,
(601) | Cindjwin, | (6,02) | Cudjwiy, [| (6,03) | Cydjwis,

Table B.7. Elements of the Dynamics Submatrix ¥y (20, 13]

-

T o e S S e s e A, ST et
[ Element | Term [ Element | Term || Element [ Term |
[[(14,14) ”fﬁ;.,.;,, E%fs’,m [ =By, | (16,16) [ ~Ay,, |
Q"’lﬂ "ﬂvn __08’18) _'Bvlln !19’19) ""pvu
(20,20) ~ Oy, (21,21) =By, (22,22) _ﬁﬁth
(28,23) [ B, || _ b S E—

Table B.8, Elements of the Dynamics Submatrix Fny (20, 13]

.l-_g‘._femex;t“r"fﬁ'm ]|E?En.—1;1t [ Term || Element [ Term
(70,70) [ —Ae,. [ (71,70) | —Bc, [ (72,72) [ =hc,,
......13’73) —El.,. (74,7_4) -f."... " (75,75) I "'ﬂb.’,_*l_
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B.1 Blements of the Process Noise Matriz

The Litton document [20] includes a 83-by-93 process nolse matrix (Q) for the LN-93
error model, Like the F matrix, the Q matrix I partitioned Into subarrays which corre-
spond to the error-state subvectors discussed in Chapter IIl. The vast majority of the

elements in Q are identically gero. Only the non-zero elements of Q are shown helow.

Table B.,9. Non-zero Elements of Process Nolse Submatrix Q,, {20, 13]

ement | Term || BElement | Term

44 0’101 5’6 ‘ ’M
(68) | o (10) | o,
@8 ﬁ (9.9) | o,

Table B.10, Non-sero Elements of Process Noise Submatrix Q2 {20, 13)

ww——%—":—'

lement _’I'_erm Blement || Term ;
T(14,14) T 26i,,0f, [ (18,18) | 2B,.0f |
(16,16) 20,95, (17,17) 20v,., vG“
(18’18) 2pv”u0%‘uﬂ (18’18) 2ﬁv,do‘%‘:n
(22)22) | 20y, 04, [ (23:23) | 2Ban.05),
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Appendix C. 938-State INS Alignment and Flight Simulations

All plots contained In this and subsequent appendices are discussed in Chapter VI
(Results). With the exception of Appendix F, all plots contained in this and subsequent
appendices contain five traces, The innermost trace (- - - -) on each data plot is the mean

error time history for the applicable state and is defined by [22]:

N N
ﬂ'-‘(tl') = "NLJZEJ(“) = %ft {aj(tt') - N.rou(tl‘)} (C‘l)

where §;(¢;) s the flller-computed estimate of variable { and @iy a;(t;) Is the éruth model
valve of the same variable, at time ¢;, for sample 7, and N is the numbet of time histories
in the simulation (10 in this thesis),

In addition to the center trace, two more pairs of traces sre plotted. The first pair
(represented by ..) is symmetrically displaced about the mean and as a result follows
the “undulations” of the IT'T,,(,,). The locus of these traces is calculated from [23] M, (¢;) +
VPETL;) , where PB(t,) Is the true error covariance at time ¢;. The true stardard deviation
is calculated from [22]:

— . N T
mrelt) = yPEW) = \}f:ﬁ;e;‘(tf)w-*:ﬂr&(n) (G2)
J=

where N s the number of runs in the Monte Carlo simulation (10 in this thesis), and M2(t)
is the mean-squared value of the variable at each time of interest (such as measurement

times).

The last pair of traces (—-) represents the filter computed + o4y, values for the
same variables of interost and ace symmetrically displaced about zero because the filter
“believes” that it is producing zero mean errors [24]. These quantities are propagated and
updated in the MSOFE [5] software using the covariance propagation equation shown in

Chapter 1I. These traces represent the filter's estimate of its own error.
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C.1 0§-State Model: Alignment Using Lition Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simula-
tion, In these alignments, INS aiding consists of velocity measurements plus baro-altimeter

measurements.

Note that the plot for state 13, A S, is zero for all time during all alignment simula-
tions. This is a normal condition due to the variable’s dependence on altitude rate, The
state becomes non-zero during flight runs. All other plots are discussed in Chapter VI
(Results).

The filter computed error estimates [o;;.,] are compared to similar plots ~ontained
in the Litton reference documentation [20]. Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons are contained in Chapter VI (Results).

C-2




3-..-"'

Tardy, #l 00

v
PO IYT PPN T T LA

¥, gt gy e oy ey e
g

A, N LI s

{1) Latitude Error {f)
[

0 100 200 300 400 800
Time (sec)

(a)

g
o i ——
Y Wi
"y, . Rl
3 ."'\I‘J‘ u\..‘. ..t"-' ."‘f’ ."‘
Sk W
¢ [ad [T
Peuatry - l"“‘"“.‘u" vttt
Seent TRy St
. . N PN LN Sy
[« ] ‘“‘..."__ u.......' LA YR ALTYN
4w
sy, S l" " t'\ "
\"‘M’r e ‘J’\J‘hu . MY .."-n
¥
] L e
\N' Som, ,-’
PRSRESY UREEJS VRN VNPT VAT G VT T S SR SO |

200 300 400 500
Time (sec)

(b)

Figure C.1. Alignment: 93-State Model (&) Latitude and (b) Longitude Errors.

«---| Mean Error = H, ~ (M) irue
vosves | Mean Error t oy
—_—— | D& Ofilirr

C-3




900 -

’E 800
‘g 300
uw
o b
g 4
W
.« 300
.ooo:.. P Y Arrvelam ek b ook e L
-0 100 200 300 400 500
" Time (sec)
(a)
600
E‘ 400
E
z
)
Skt L,
200 300 400 500
Time (sec)

(b)

Figure C.2. Alignment: §3-State Model (a) East 'Tilt and (b) North Tilt Error States.

Mean Evvor = M, ~ (My)iyue

uuuuuu

Mean Error £ oy,

0+ T ritter

C-4

ERT ORI S Sl e N SR L




¥
2000 ~ -
{ o |
g 1000 |
§ o f ”
g i Y
s '1000 ;‘ ' lﬂ
) ! |
_2000‘.4.1L.A.L‘;'L.%[‘lgl..l._,..
0 100 200 300 400 800
b Time (sec)
(w)

(71 E Velocity Error (fps)

0 100 200 300 400 500
Time (sec)
(b)

Figure C.3. Alignment: 93-State Model (a) Azimuth and (b) East Velocity Error States.

L-__-_- « | Mean Errvor = KT. - (A’Iu-)lv'mr
tvarae Mean EN‘O" i AT
w—— | O & Opijger

C-5

e e 3 RS i et A e




2
= g
i )
-~4
E

‘! .15

(9) U Velocity Error (fps)

) | N N | ) N N N | I | 4 " } PR Y
100 200 300 400 500
Time (sec)
(w)

200 300 400 500

Time (sec)
(b)

Figure CT.4. Alignment: 03-State Model (a) North Velocity and (b) Vertical Velocity
Etror States.

Mean Error = M, - (M )true

uuuuuu

Mean Error L o,

0+ ogiteer

C-6




3

30 |\,

.'Ml rw"-ﬁ'«""""'"-'"'“‘
4

\ I 'Ll
-y onuy an®?

L 1) LYY

"“ o™ - !"",\"."".l‘uul e .

P Veon,

. casm
R W

(10} Altilude Error {f0)
&
o o

s
R Ll L L STV et
UYL L I\.."'.......“.‘...".ull..ﬁ.....‘
i
S Somy UL ETLLALLLT TPV LETUVT PRRSRRRY v VY L LLLALULY Y

LIS LA LTI L

| ST YOV WONT WU VO NSV WA VYUY WO |

c0 200 300 l
Time (sec)

(@)

400 800

g [
A resstuperee® uy as
A S“"“""‘”\ ""“.“.“""‘.‘.".. vesstuggne by ll-u..ul‘u.lll.-oAIlluu...'...-.."uln‘uul!.."....."
ey
0k edpeniitellrml thaustagnty PPLLITTLLTITLATYNY PPT I
DARMAIN " L ad
L Suagm st Sheeat? ILIN TN waang? RLIYWCLITTY
ﬁ F{““"‘,'\ . ’."“"“".u"”.‘".,u‘u-unn.",.nln‘.""'.'“,.' ¥
TN yroorset
.30 r“‘ u]’n-.." [LING
oy "
4] [
S "60 /
.go...‘L....l‘.#.l i

0 100 200 300
Time (sec)

(b)

Figure C.5. Alignment: 93-State Model (a) INS Altitude Error State and (h) Baro-

Altimeter Total Error,

400 500

cuee | Mean Error = ﬁ. - (M true

vevens | Mean Error £ oy

| 0k orifer

C.7




— e ——————————— e — e v~ = -

{12) DEL S3 Error

300 400 800
Time (se0)
(w)
01 %
[
'g 008 |-
g 0
[
o
:; '.ws E’
[
.~°1 PORSS WSS Uy T T NS TSR W SUO WY S NI N N
0 100 200 300 400 800
Time (sec)
(b)
Figure C.8. Alignment: 93-State Model (a) AS; and (b) AS, Vertical Channel Alding

Error States.

Mean Error = ﬁ.- - (A’I.r)lrm:

Mean Error £ 0,

0 0itter

C-8

e -




 C.2 99 State Model: Fighter Flight Using Litton Initial Conditiona

The plots in this section hpreunt results of & 10-run flight siinulation in which a
flight profile (as described in Chapter III) is used to tharacterizse the LN-93 performance
for a typical fighter mission. (A discussion of the Litton flight profile is provided in Chapter
I11.) For this group of runs, baro-altimeter alding Is the only measurement used.

The purpose of this set of runs is to establish that the software implementation
is consistent with the Litton error model and that performance results are similar to
those obtdhog_l by thth{\. AOonllltency in tho:u tespects does not constitute error model
valldation, but dt.).l lend confidence that the software functions as intended by Litton,

Tite filter computed error estimates (¢'/iy.r] wre compared to similar plots contained
in the Litton reference documentation (20}, Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons ate contained in Chapter VI (Results),
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Appendix D. 96-State INS Alignment and Flight Simulations

This appendix contains the plot+ “rom two sets of 10-run Monte Carlo simulations
of the 96~state error model which incorporates the revised baro-altimeter model. Plots
contained in this appendix are defined in exactly the same manner as discussed in Ap-

pendix C,

D.1 96-State Moacl: Alignment Using liitton Initial Conditions

The plots In this section represent results of a 10-run Monte Carlo alignment simula-
tion. In these alignments, INS alding consists of velocity measurements plus baro-altimeter

measurements. Iuitial conditions are sgain those chosen by Litton.

Note that the plot for state 13, A S, is zero for all time during all alignment simula-
tions. This is a normal condition due to the variable’s dependence on altitude rate. The

state becomes non-zero during flight runs, All other plots are discussed in Chapter VI
(Results).

The filter computed error estimates [0 /1| are compared to similar plots contained
in the Litton reference documentation [20]. Comparisons are qualitative only and are

intended to demonstrate trends. Such comparisons are contained in Chapter VI (Results).
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D8 98 State Modal: Fighter Flight Using Litton Initial Conditions

The plots in this section represent results of a 10-run flight simulation in which a
flight profile (as described in Chapter 1II) is used to characterise the LN~83 performuce
for a typlcal fighter mission. For this group of runs, only baro-altimeter alding is used.
Note, however, thut & revised baro-altimeter model is in place in the truth model (see

discussion in Chapter III), which accounts for the increase of 3 states in the overall error
model,

The purposs of this set of runs is. to establish that the software function ls not
adversely affected by the addition of the new baro-altimeter states.

The filter computed error estimates [¢i.] are compared to similar plots contained
in the Litton reference documentation [20]. Comparlions are qualitative only and are

intended to demonstrate trends. Such comparisons are contained in Chapter VI (Results).

D-8

e s L SR AR M T et i




W

g e W

Tmtee

(1) Latitude Error ()

(2) Longitude Ervor (ft)

8000

Figure D.7. Flight: 96-State Model (a) Latitude and (b) Longitude Error States. (Note:
Initial conditions are those chosen by Litton.)

Mean Error = M, ~ (My)irue
vevans [ Mean Ervor & o,
e |0 L @ity

D-9




o AUl b e et s Y by e L

(&) E Tint Ervor (arcsec)

(5) N Tilt Ervor (arcaec)

L
3
A
- ]
20 [ PTILYS "..“
: .:“‘"" ta,
3
N
10 |
.
o -
lllllllll -
iluuu.,.o“"““ ‘.'.l"*-'.. AT o’

o LT T

o'

---------

0 2000 4000 6000
Time (sec)
(8)

8000

- M i
L ¢
L
10 |-
n
b, ..."...--o-uu-"“-u »
.
sransunete
0 PP LI TE LA L I [T prmene
. AL T . L4
d L4 "-., “o
----- Spange?

1 i A A 4 oo

0 2000 4000 6000
Time (ssc)

(b)

Initlal conditions are those chosen by Litton,)

«--- | Mean Error = M, ~ (M.)iun
srovon | Mean Error ey,
—— | 0k g

T

D-10

8000

Figure D.8. Flight: 06-State Model (a) East Tilt and (b) North Tili Error States, (Note:

i B LT A G

aa AR L3z Sl




L T e o e o Tt i i i

—lh
8
T vTT‘ﬁﬂ
'}
3

.100;- . - | - . |
.150E 4 L e —— 1 - ‘

0 2000 4000 8000 8000

D)

‘j % , Time (sec)

(7) E Velocity Error {fps)

2000 4000 6000 8000
Time (sec)
(b)

Figure D.9. Flight: 96-State Model (a) Asimuth and (b) East Velocity Etror States,
(Note: Initial conditions are those chosen by Litton.)

rf_-—- - - | Mean Error = M, - (My)irue
oo | Mean Error £ o),
—— | 0% ity

D-11




ANLRWS fue st o amat . e

(@) N Velocity Eror (fps)

(9) ¥ Velocity Error {fps)

Figure D.10.

»
o
»
. o
RIIPA, PPETLLLL LYo

ot
Tl
wapeRwmas [T ALITLLLS ."-

[Tl T 'y
N LY \l
'..h LT T T Y 1

------

0 2000 4000 8000 8000
Tima (sec)
(w)

0 2000 4000 6000 8000
Time (sec)
(b)

Plight: 96-State Model (a) North Velocity and (b) Vertical Velosity Brror
States, (Note: Initial conditions are those chosen by Litton.)

-+ -+ | Mean Error:= M, ~ (M)irye
svivvi | Mean Error L oy,
—— | 0% apter

D-12

s S, R TR Lt g

B

e B

Stk

et}




100 |

{10) Altitude Error (i1}
o

¢0me

\ T

Ty
AL n”~uh S Pt 04 et
o'\l [NTL T, T PRI S vl i oayts daaveny
[ AL aA Y s pam A, """./
.'J'v’"'" A
‘ \

RAE Bl

<100 |-
-200 & —
0 2000 4°° 0 ‘ooo J
Time (sec)
()
§ nnnnnnnnnnnnn
i e \
".,!
g B "
L
e 8000 8000
Time ("G)
(b)

Figure D .11.

Flight: 96-State Model (a) INS Altitude Error State and (b) Baro- Aliimeter
Total Error, (Note: Initial conditions are those chosen by Litton.)

Mean E_N'O" = A-i: - (Afl.r)h‘uu
sovere | Mean Error + oy,
—_ 0% Thilter

D-13




01 | !
g -005 !
i .
g o | |
£ w008 [
0 - 2000 4000 8000 8000 '
Time (sec
(a) '
3
. 1
1 -
P };
: 3 o ’L t} M——%—v—%
| g -
g 2f
3k
F
- o " L N - PR RS S | . : -
0 2000 4000 6000 8000
Time (sec)
(b)

Flgure D.12. Flight: 96-State Madel (a) A Sy and (h) A8 Vertical Channel Alding Error
States. (Note: Initlal conditions are those chosen by Litton.)

«vn- | Mean Ervor = M, - (M )irun
ooover | Mean Ervor 4 oy,
——= | 0% &ilger

D-14




Appendix E. 96-State INS Alignment and Flight Simulations: Part II

This appendix contains the plots from two sets of 10-run Monte Carlo sitnulations of
the 96-state error model which incorporates the revised baro-altimeter model. It differs
from Appendix D in that initial conditions are chosen to rrflect an alignment at Holloman
AFB, NM, This step is taken in order to establish a performance baseline using the INS
with baro-aiding only. Subsequent tests with ground transponders (see Appendix F) and
GPS (see Appendix G) are coinpared to results from simulations in thic set. '

Variables plotted in this appendix are defined in exactly the same manner as those in

Appendix C,

E.1 96-State Model: Alignment Using Holloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simula-
tion, In these alignments, INS aiding consista of velocity measurements plus baro-altimeter

measurements,

Note that the plot for state 13, AS, is zero for all timo during all alignment simula-
tlons. This is a normal condition due to the variable's dependence on altitude rate. The
state becomes non-zero during flight runs. All other plots sre discussed in Chapter VI

(Results).

The filter computed error estimates [¢y;.,] are also compared to similar plots con-
tained in the Litton reference documentation [20]. Comparisons are qualitative only and
are intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sulis).
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E.2 96-Siate Model: Fighter Flight Using Holloman Initial Conditions

The plots in this section represent results of a 10-run flight simulation in which &
flight profile (as described in Chapter III) is used to characterise the LN-93 performance
for a fighter mission originating and terminating at Holloman AFB, NM, For this group of

runs, only baro-altimeter aiding is used.

The purpose of this set of vuns is to establish that the software function for a flight
using Holloman coordinates results in perfortnance which ls comparable to that achieved

in the Litton flight runs reported in Appendix C.

The filter computed error estimates [oy;..] 8re also compared to similar plots con-
tained In the Litton reference documentation [20). Comparisons are qualitative only and
are intended to demonatrate trends. Such comparisons are contained in Chapter VI (Re-

sults).




(1) Latitude Error (1)

_'wo o . N A - " N A J i A A L

2000 4000 8000 8000
Time (se0)
(w)
3000
- 2000 |
& !
g 1000 |
0f
§ a0 |
-2000‘
S .3000 |
4000 b o o
0 2000 4000 8000 8000
Time (sec)
(b)

Figure E.7. Flight: 96-State Model (a) Latitude and (h) Longitude Error States. (Note:
Initial conditions are those for Holluman AFR.)

<+ | Mean Error = M, - (M,)iru
cviens | Mean Errort e,
— | 0% o,

E-9




(4) E Tiit Error (arcsec)

(5) N Tilt Error (arcsec)

Figure E.8,

3 e
R ~ ‘nuu'-.."
L ot
¢
10 Jase . 04 ULl
K W T e, ost
r' ",
N PPY LY
harguartt? IS rntaeetusaretaness yut® hA LT,
o apethh e’ b
e, "L B “
.

-10 |
20 b S * ‘ :
0 2000 4000 8000 8000
Time (sec)
(a)
30
20
10 F
0t
10
20 | R
30 | N N . L R | R ). L A A ] N ,
0 2000 4000 6000 8000
Time (sec)

(b)

Initial conditions are those for Holloman AFB,)

-«-- | Mean Error= M, ~ (M, )irue:
vieens | Mean Error oy,
—— | 0L oriter

E-10

Flight: 96-State Model (a) East Tilt and (b) North Tilt Error States. (Note:

Fr= P

T




.....

{6) Azimuth Error (arcsec)
o

~100

.1 50 " . A . " A i 4 A M A L. A A 5
0 2000 4000 6000 8000

} Time (sec)
| ()

(7) E Velocity Error (fps)

Time (sec)
(b)

Figure E.9. Flight: 96-State Model (a) Azimuth and (b) East Velocity Error States.
(Note: Initial conditions are those for Holloman AFB,)

Mean Error = M, - (M )true
----- Mean Error £ Tirm
— (0% Olilter

E-11




EE 2
g 1
§§ 0
> "1
z
g 2
y

(8} U Velocity Error (fps)

Figure E.10.

---- Y .‘ *, -\’/—’
--------- ‘J"-lnnn"w"'“"“.. PRl T
N e e
1
0 2000 4000 6000 8000
' Time (sec)
()
i " . | A " A 1 " A
0 2000 4000 6000 8000
Time (se0) .
(b) !
Flight: 96~State Model (a) North Velocity and (b) Vertical Velocity Error
States, (Mote: Initial conditions are those for Holloman AFB.)
s Mean Error = A'E - (A'I.(')h'm;
vevers | Mean Evrror & o, :
—— (0% T lilter ;
i
!

E-12 ‘

N S e R A S L M AT SR e T o P




(10) Altitude Error (f)

(23) Baro-Altimeter (ft)

300
E .MI"W
200 [mm.-m\‘\.w
: . oag s s
100
nunﬂ,n.‘,-...,.,,l“,du 1\\\
. PR e hot e AR S LU s iy st e at et Lty Py r
o N a0 g 4g 8 Nets! .,
=100 : ‘[ﬁ *VJX W~www.-\.~"”'~ /
E v \MM.,-'J" : -
200 [ ol m! ] A N - | . ) N L A . "
0 2000 4000 6000 8000
Time (sec)
(a)
300
S
Pr 3 A S— .

100

-100

-200 &

Figure E.11,

N,
.,
ALY
oI
S,
y
a
"
.,
............................

.
.
..............

2000 4000 6000 8000
Time (sec)
(b)

Flight: 06~State Model (a) INS Altitude Error State and (b) Baro-Altimeter
Total Error. (Note: Initial conditions are thuse for Holloman AFB,)

Mean Error = M, — (M.,)irue

------

Mean Error+ o).,

0% oiiter

E-13




(12) DEL S3 Emror

N | N L N | N " N
4000 6000 8000
Time (sec)
()
3 r
: |

{13) DEL S4 Error
a o
TS

RS g

2 F
af
_4 3 \ — T | " N A | i X A i’ N - A
0 2000 4000 6000 8000
Time (sec)
(b}

Figure E.12. Flight: 96-State Model (a) &8 and (b) A8 Vertical Channel Aiding Error
States. (Note: Initial conditions are those for Holloman AFB.)

Mean Error = ﬁ, N (A’I.r)h'm'
------ Mean Error + o,
—— | 0% opuier
E-14




Appendix F. 72-State Reduced INS Model Validation

This appendix contains the plots from a 10-run Monte Carlo alignment simulation of a
72-state error model which incorporates a reduced INS model and a revised baro-altimeter
model, The 72-state truth model one sigma values obtained during this simulation are
compared directly to the 96-state truth model one sigma values obtained during the align-
ment runs presented in Appendix E. The purpose of this comparison is to ensure that the

72 state model adequately represents the 96 state model.

Prior to the error model reduction discussed above, truth models consisting of first
122 and finally 152 states had been programmed into MSOFE, The 122-state ver lon
(which integrated the v6-state INS and the 26-state RRS models) was successfully com-
piled and run, Subsequently, the GPS error model was integrated into the overall error
model, bringing the truth and Kalmen filter error model dimensions to 152 states each.
At that point, hardware/compiler limitations prevented compiling MSOFE to run on the
accelerator board. Inadequate random access memory (RAM) Is believed to be the cause
of difficulty. In order to continue to use the accelerator hoard, the size of the problem had

to be reduced,

As aresult, several of the less important states contained in the LN-93 error model are
eliminated. Certain states are chosen for elimination based on previous research [11, 19],
and validation of the selection Is accomplished in a serics of Monte Carlo runs which

culminate in the plots presented in this appendix.

Although 24 states have been eliminated from the INS error model, the plots con-
tained in this appendix demonstrate that no significant loss of fidelity results. In all
important states (i.e., position, platform tilts, and velocities), the reduced system model

accurately portrays the error behavior of the full 06-state truth model.

Variables nlotted in this appendix are simply the standard deviation time histories for

several truth model states of interest.
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F.1  72-State Model: Alignment Using Holloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simy-
lation of the reduced INS error model. In these alignments, INS alding consists of velocity

measurements plus baro-altimeter measurements oaly.

The filter computed error estimates [0fiter] ave also compared to simijar plots con-
talned in the Litton reference documentation [20). (‘omparisons are qualiiative only and
ore intended to demonstrate trends, Such comparisons are contained in Chapter VI (Re-

sults),
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Appendix Q. 98-State INS-RRS Alignment and Flight Simulations

This appendix contains the plots one 10-run Monte Carlo alignment and one 5-run
Monte Carlo flight simulation of the 98-state error model which incorporates the truncated
LN-93 INS, the revised baro-altimeter model, and RRS. Initial conditions are again chosen
to reflect an alignment at Holloman AFB, NM, This step s important because actual sur-
veyed positions for the RRS transponders are used in this study (the RRS transponders are
physically located on.or near Holloman AFB). These results (using ground transponders)
are compared to results from simulations in Appendix F and Appendix H.

Variables plotted In this appendix are defined exactly in the same manner as those in Ap-
pendix C; all statistical quantities are calculated in the manner described at the beginning
of Appendix C,

G.1 98-State Model: Alignment Using Holloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simu-
lation. In these alignments, INS aiding consists of velocity measurements, barc-altimeter

measurements, and RRS transponder range measurements.

The purpose of this set of runs is to establish that the software function for the
INS-RRS combination is comparable to (or better than) that achieved in the Litton flight
runs reported in Appendices C through E,

Note that the plot for state 13, AS, is zero for all time during all alignment simula-
tions. ‘This is a normal condition due to the variable’s dependence on altitude rate. The

state becomes non-gero during flight runs. All other plots are discussed in Chapter VI
(Results),

The filter computed error estimates [¢7,,, .| #re also compared to similar plots con-
tained in the Litton reference documentation [20]. Comparisons are qualitative only and
are Intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-

sults),
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G.2 98-State Model: Fighter Flight Usirg Holloman Instiul Conditions

The plots in this section represent results of a 10-run flight simulation in which a
flight profile (as described in Chapter I1I) is uscd to characterize the performance of the

LN-93with RRS aiding for a Aghter mission originating and terminating at Holloman AFB,
NM.

The purpose of this set of runs is to establish that the software function for the
INS-RRS combination ls comparable to (or better than) that achieved in the Litton flight

runs reported in Appendices C through E. For this group of runs, baro-altimeter alding
‘s used in conjunction with RRS aiding.

The filter computed error estimates [¢/;/1.,] are also compared to similar plots con-
tained In the Litton reference documentation [20]. Comparisons are qualitative only and

are intended to demonatrate trends. Such comparisons are contained in Chapter VI (Re-
sults).
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Appendix H. 128-State INS-GPS Alignment and Flight Simulations

This appendix contains the plots from a 10-run Monte Carlo alignment and a 3-
run Monte Carlo flight simulation of the 128-state error model which incorporates the
truncated LN-93 INS, the revised baco-altimeter model, RRS, and GPS. Initial conditions
are once again chosen for an alignment at Holloman AFB, NM. These results using GPS
measurements only are compared to results from simulations in Appendices F, G, and I.

RRS (transponder) measurements are NOT used in this configuration.

Varlables plotted in this appendix are defined exactiy in the same manner aa those
in Appendix C. All statistical quantities are calculated in the manner described at the
beginning of Appendix C.

H.1 128-State Model: Alignment Using Holloman [nitial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simula-
tion. In these alignments, INS aiding consists of velocity measurements, baro-altimeter
measurements, and GPS pseudo-range measurements, (RRS measurements are NOT
used. )

The purpose of this set of runs is to establish that the software function for the
INS-GPS combination is comparable to (or better than) that achieved in the Litton flight
runs reported in Appendices C through F,

Note that the plot for state 13, AS, is zero for all time during all alignment simula-
tions, This is a normal condition due to the variable’s dependenre on altitude rate. The
state becomes non-zero during flight runs. The GPS User clock states exhibit large mag-
nitude transients during the initial phase of the alignment runs. As a result, an additional
“window” is plotted on the page which follows the first user clock plots. The purpose is
to demonstrate the steady state behavior of these critical error states. All other plots are
discussed in Chapter VI (Results).

The filter computed error estimates (¢,/,,| are also compared to similar plots con-

tained in the Litton reference documentation [20]. Comparisons are qualitative only and
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are intended to demonstrate trends, Such compurisons are contained in Chapter VI (Re-
sults).
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H.2 128-State Model: Fighter Flight Using Holloman Initial Conditions

The plots in this section represent results of a 3-run flight simulation in which a
flight profile (as described in Chapter III) Is used to characterize the performance of the
LN-93with RRS aiding for a fighter mission originating and terminating at Holloman AFB,
NM.

It is well understood that a 3-run simulation has reduced statistical validity (22, 23,
24/, However, the execution time for a 10-run simulation of this size is prohibitive. There-

Jore, the S-run results are included for a CAUTIOUS comparison.

The purpose of this set of runs is to establish that the software function for the
INS-RRS-GPS combination Is compearable to (or better than) that achieved In the Litton
flight runs reported in Appendices C through F.

The filter computed error estimates [o/ii,»] are also compared to similar plots con-
tained in the Litton reference documentation {20). Comparisons are qualitative only and
are lntended to demnonstrate trends. Such comparisons are contained In Chapter VI (Re-

sults),
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Appendix I. 188-State INS-RRS-GPS Alignment and Flight Simulations

This appendix contains the plots from a 10-run Monte Carlo alignment and a 10-
run Monte Carlo flight simulation of the 128-state error model which incorporates the
truncated LN-3 INS, the revised baro-altimeter model, RRS, and GFS. Initlal conditions
are once again chosen for an alignment at Holloman AFB, NM, These results (using GPS
measurements) are compared to results from simulations in Appendix F, Appendix G, and
Appendix H.

Variubles plotted in this appendix are defined exactly In the same manner as those in Ap-
pendix C; oll statistical quantities are calculated in the manner described at the beginning
of Appendix C.

L1 128-State Model: Alignment Using Holloman Initial Conditions

The plots in this section represent results of a 10-run Monte Carlo alignment simu-
letion, In these alignments, INS alding consists of velocity measurements, baro-altimeter
misasurements, KRS transponder range measurements, and GPS pseudo-range measure-

ments.,

The purpose of thiy set of runs Is to establish that the software function for the
INS-RRS-GPS combination is comparable to (or better than) that achleved In the Litton
flight runs reported in Appendices C through F. In addition, results are expected to be
somewhat better than those reported in Appendix G and Appendix H.

Note that the plot for state 13, AS, is gero for all time during all alignment simula-
tions. This is a normal condition due to the variable's dependence on altitude rate, The
state becomes non-sero during flight runs. The GPS User clock states exhibit large mag.
nitude transients during the Initial phase of ithe aligninent runs. As a result, an additional
“window"” Is plotted on the page which follows the first user clock plots. The purpose is
to demonstrate the steady state behavior of these critical error states. All other plots are
discussed In Chapter VI (Results),

The filter computed error estimates (¢, are also compared to similar plots con-

tained in the Litton reference documentation [20]. Comparisons are qualitative only and
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are lutended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-
sults).
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1.2 128-State Model: Fighter Flight Using Holloman Initial Conditions

The plots in this section represent results of a 10-run flight simulation in which a
flight profile (as described In Chapter 1II) is used to characterise the performance of the
LN-93with RRS alding for a fighter mission originating and terminating st Holloman AFB,
NMl

The purpose of this set of runs {s to establish that the software function for the
INS-RRS-GPS combination is comparable to (or better than) that achieved in the Litton
flight runs reported in Appendices C through F. In additlon, results are expected to be
somewhat better than those reported in Appendix G.

The fllter computed error estimates [0;11.,] are also compared to similar plots con-
tained In the Litton reference documentation (20). Comparisons are qualitative only and
are intended to demonstrate trends. Such comparisons are contained in Chapter VI (Re-
sults).

I-16




P s

£,
b
A
:

20
18

10

{1) Latitude Ervor {ff)
]

- /t \(v‘\f
| TARAN
- W \ e

N L

Y

s 1

N | L

2000 3000 4000
Time (sec)

(®)

2000 3000 4000
Time (sec)

(b)

Figure .13, Flight: 128-8tate Model (a) Latitude and (b) Longitude Error States. (Note:

||
R

Both GPS and RRS Measurements)

Mean Ervor = M. — (M) ue

vvo | Mean Ervor £ oy,

0+ Tlilter

I-16




)
r
g— 3 E"\‘ ~—~— ~ \
g oh _ =
j o
E -3 . ’\,f'v"“ Y s
[17] 3 v \.,J ,u’\r\ /j/‘
s 06 C— . o ‘ "‘-l
-o 2 . I ¥ N . L A L L A A A | A L & "
0 1000 2000 3000 4000
Time (sec)
(a)
30 | L
- [ J'\
B 20 -
E 10 |-
S e ~
z ;’ﬂ'\/
) -10
_zo . . o | L A | A L I . L PR
0 1000 2000 3000 4000
Time (sec)
(b)
Figure 1.14. Flight: 128-State Model (a) East Tilt and (h) North Tilt Error States.

(Note: Both GPS and RRS Measurements)

---- | Mean Error = M, — (M,)irue
seees | Mean Evrror £ oy,
—— [0 o/

I-17




-

60

30 t —

\""‘ﬂ"-ﬁ""""‘-V' ’
—-\:L 7&-&""’*’

{6) Azimuth Error (arcsec)
[=]

@
o
}
4
;
1l
L‘
1
T
L‘“‘ﬂ

L o el | s . S o

,. 0 1000 2000 3000 4000
| Time (sec)
: (a)

/
/

3 (

’ o ! /'.
— //
0 %—l@-ﬂm%\ e B R

'\I\J

T

(7) E Velocity Error (fps)

_.9 ] " . 5 e | R S A N ! " " A MO | . . i L
0 1000 2000 3000 4000
Time (sec)
(b)

Figure 1.15. Flight: 128-State Model (a) Azimuth and (b) East Velocity Error States.

(Note: Both GPS and RRS Measurements)

Mean Error = M, — (M,)1u
------ Mean Error £ oy,
—— | 0% Ofilter

1-18




(8) N Velocity Ecror (ips)

N | N —r— { N " " "
2000 3000 4000
Time (sec)
(a)
1
é S {\ ,\
" ., “
|§ 0 - = : X 2
2 |/ \T \
] o
> [
- -
g f |
«1.5 SRR | . N 1 . | | P N N
0 1000 2000 3000 4000
Time (sec)
(b)

Figure 1.16.  Flight: 128-State Mode! (a) North Velocity and (b) Vertical Velocity Error
Statec. (Note: Both. GPS and RRS Measurements)

-- | Mean Error = ﬂ.- - (Ju.r)h'lw
------ Mean Error £ oy,
- 0t O lilter

I-19

;
¢
!
2]
[+
1
R 4]
K i
i




T e ARG e 8 AASIA Yt BRI TAAR . Yy )

g *F
; .E 30 [ 1 -“'
: 5 ~ .
L
g 0 rﬁ”}ﬂzw-“ A . NV o ‘
" 2 30 f K‘ \ . \'\‘A/ \t( ’
i g b | "
g = 60 | W
o
f | » 0 1000 2000 :
: Time (sec) .
"l () o . ; o
{ R ' '
| 150
|

100

V

SLELELEN S LI LN B AR A

(23) Baro-Altimeter (ft)

TMW) e ¥—
v "W\

L A A P

! " n L i " A 5 4
1000 2000 3000 4000
Time (sec)

(b)

-100 b
0

Figure I1.17. Flight: 128-State Model (a) INS Altitude Error State and (b) Baro-
Altimeter Total Error. (Note: Both GPS and RRS Measurements)

Mean Error = M, — (M, )irue
...... Mean Error + Clyne :
—=— |0+ Ofilter

1-20




AL RN L RO

A YV STTSYIES

. ——

51.(1;;0&&&0:-

(AT ST L VN W TS

120000 . 3000 4000
Time (ssc)
- (@)

e - g

ey

e et ———

{13) DEL S4 Ervor
o

1 A N N |

2000 3000 4000
Time (sec)

(b)

_2 s A i A ] A
0 1000

Figure 1.18. Flight: 128-State Model (a) AS, and (b) AS Vertical Chaunel Alding Error
States. (Note: Both GPS and RRS Measurements)

--«+« | Mean Error= M, - (M, )irue
civeee | Mean E"Toriah'm
— | O % &fitter

I-21




oAt TR ETMEHRE L

. LD T - - )
Bl "
e
i P
" Y
LU

e/

e

Wi
. 'j'

L T

I [} ot ———— e
t

3 Wik,

\ - :

a " VY AL ‘“

L o

- ‘tr

0 -

4

\

N

v T +

(?5)T1_X Pos Error (1Y)

| — L ) A L A ! " L

. 1000 2000 3000 — Laooo
Time (sec)
®

\N‘\Ju’ -

8

6 W J..'."V\.\ jN\[\,J‘\'\,w

4 lﬁ”‘“ &
2

0

(76)T1_Y Pos Error (ft)

2 -
-4 EE/_‘*"" I
Y N S S S IS UV O EP
0 1000 2000 3000 4000
Time (.OO)
(b)

Figure 118, Alignment: 128-State Model (a) Transponder 1, X Axis Position (h)
Transponder 1, Y Axis Position Error States (Note: Both GPS and RRS
Measurements)

-w-s | Mean Error oz H.- - (A{.l:llrm'
vesins | Mean Error + o).
—— |0k oyiley

I.22




12
M'-*/'vuv\
' N
E EIN\ )
‘g 8 — o
3 | \f'\"v"\.‘\hﬂ“\"\
N, 0
E 3t
.9- S S S S VSV WP e S —
0 1000 2000 3000 4000
Time (sec)
(®)
E
3
3
L | " L L 4 1 " " N i
2000 3000 4000
Time (sec)
(b)

Figure 1.20. Alignment:

128-State Model (n) Transponder 1, Z Axis Position (b)
Transponder 1, Atmospheric Propagation Error States (Note: Both GPS
and RRS Measurenients)

Mean Error = M, — (My)1vue

ccccc

Mean Ervor £ oy,

0+ O filter

.23




&
i

t

s

s T Rt

0 1000 2000 3000 4000

Time (se0)
(w)
18
18
E 1.2 .
I ol
] oot
g of |
g I —
. o ‘ ______ A -1- : ‘ﬂ—-—-
L | S
..3 L " N N L " , . N | " " " N { " N N N
0 1000 2000 3000 4000
Time (sec)

(b)

Figure1.21. Alignment: 128-State Model (a) User Clk Bias and (b) User Clock Drift
States (Note: RRS and Both GPS Measurements)

---- | Mean Error = M, — (My)iru |
covves | Mean Errort 0.,
— (0% O filter

I-24

O _i..,J'V__-.'.;-gQ.,..- 'HK;: ~‘s:i.—-"".” Tk ";ff;:“;




PRSI DL LT e et A

EERTIRCRC A R =M TS N 2 Y A

(101) SV1 CodeLoop Ervor (1)
o N »
'H -T'T-r!-l-!'rlw
r
et

-z :"
4 | f
.‘ : " N ) " | L ) 3 ) 1 " L M " | N A i n l[:
0 1000 2000 3000 4000
Time (sec)
(w)
. i
1.5 :

{192) SV1 Tropo Ermror (ft)
& o
7

<">
|3
{f
f
S
,_l
}
L4
é
§
}
H
x
<.
/)
"~

1 " " N n L N o

0 1000 2000 3000 4000
Time (sec) :
| (b) |

Figure 1.22, Alignment: 128-State Model (a) SV 1, Codeloop and (b) SV 1, Atmospheric
Propagation Error States (Note: RRS and Both GPS Measurements)

-. Meﬂﬂ E?"‘Of = ﬂ.- - (A[I)“‘“c
SRRy Mean Error 2o
—— | 0% O Liller

- 125




TTTTY

o N &2 & O

R"\-‘*---- ‘-&u--—-m_'r\\d*v”

{104}SV1 Clock Error (10

>

> | A A " A ] P YO

" 1 " N "
1000 2000 3000 - 4000

Tlnie (secC)
(b)

-

o « (- ] L 4
T T

L\“‘ﬁ—*--.--—-"\-ulq

u/’.‘la\a’-wnu j
L."-“-"‘-\‘f,ﬁ ,\

\

(105)SV1_X Position Error {ft)

1 " . " 1 A . N . !

-9

1000 2000 3000 4000
Time (sec)

(b)

Figure .23, Alignment: 128-State Model (a) SV 1, Clock and (b) SV 1, X Position Error
States (Note: RRS and Both GPS Measurements)
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